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Esta dissertacao investiga a relacao de custo-beneficio de grandes modelos de lin-
guagem (LLMs) na tarefa de detecgao de fake news, no contexto do projeto interdis-
ciplinar “Inteligéncia Artificial para Deteccao Precoce de Fake News”. Inicialmente
concebido para analisar dados em tempo real da plataforma Twitter (atualmente
X), o projeto foi redirecionado para o uso de bases de dados pré-existentes devido a
mudancas na politica de acesso da plataforma. O estudo avalia diversos LLMs dis-
poniveis na AWS, aplicando-os em miultiplas bases de noticias falsas e explorando
diferentes estratégias de prompt engineering e técnicas de ajuste fino.

Trés questoes principais norteiam esta pesquisa: (i) LLMs sdo capazes de iden-
tificar fake news de forma confidvel? (ii) Como seu desempenho se compara aos
métodos tradicionais do estado da arte? (iii) Qual é a relagdo entre o tamanho
do modelo, a acurdcia e o custo operacional? Para apoiar essa andlise, propoe-se
uma nova métrica chamada PoC-score (Performance over Cost), que quantifica a
eficiéncia de cada modelo relacionando seu F1-score ao custo por hora de operagao.

Os resultados mostram que os LLMs apresentam bom desempenho em conjuntos
de dados com contetdo mais rico e estruturado, como noticias sobre COVID-19, mas
enfrentam limitagoes em bases mais ambiguas ou ruidosas, como LIAR e PolitiFact.
Embora modelos maiores tendam a obter acuracia ligeiramente superior, seu custo
cresce de forma desproporcional, tornando modelos menores com ajuste fino —
como o Gemma-7B — mais atrativos em cenarios reais. Em suma, os experimentos
demonstram que os LLMs sdo ferramentas promissoras para a deteccao de fake
news, mas sua adog¢ao deve considerar as caracteristicas do dominio, as restrigoes

computacionais e os objetivos da aplicacao.
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This dissertation investigates the cost-effectiveness of large language models
(LLMs) in the task of fake news detection, within the scope of the interdisciplinary
project “Artificial Intelligence for Early Detection of Fake News.” Initially designed
to analyze real-time data from Twitter (now X), the project was redirected to use
pre-existing datasets due to changes in the platform’s access policy. The study eval-
uates various LLMs available on AWS across multiple fake news datasets, exploring
their performance under different prompting strategies and fine-tuning techniques.

Three key research questions guide this work: (i) Are LLMs capable of reliably
identifying fake news? (ii) How do their performances compare to traditional state-
of-the-art methods? (iii) What is the trade-off between model size, accuracy, and
operational cost? To support this evaluation, a novel metric called PoC-score (Per-
formance over Cost) is proposed, quantifying the efficiency of each model by relating
its F'l-score to its cost per hour.

Results show that LLMs perform well on datasets with richer and more struc-
tured content, such as COVID-related news, but face limitations on more ambigu-
ous or noisy datasets like LIAR or PolitiFact. While larger models tend to achieve
slightly higher accuracy, their cost escalates disproportionately, making smaller mod-
els with fine-tuning strategies—such as Gemma-7B—more attractive in real-world
deployments. Ultimately, the findings suggest that LLMs are promising tools for fake
news detection, but their adoption should consider domain characteristics, compu-

tational constraints, and application goals.
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Capitulo 1

Introducao

Vivemos em uma era marcada pela comunicacao digital instantanea. Platafor-
mas como Twitter, Facebook, YouTube e outras redes sociais tornaram-se canais
poderosos para a disseminagao de informagoes. Contudo, essa velocidade na pro-
pagacao de conteido também facilita a circulacao de fake news e outras formas de
desinformacao em escala global. Esse fendomeno gera impactos sociais significativos,
especialmente em contextos sensiveis como politica, satide publica e economia. No
Brasil, a gravidade do problema levou o Congresso Nacional a instaurar uma Co-
missao Parlamentar Mista de Inquérito (CPMI) para investigar a disseminagao de
noticias falsas e seus efeitos na sociedade (BARBIERI, 2019).

Diante desse cenario, torna-se essencial o desenvolvimento de sistemas capazes
de detectar e mitigar a circulacao de informagoes falsas. Este trabalho tem como
objetivo avaliar o uso de modelos de linguagem de grande porte (LLMs — Large
Language Models) aplicados a tarefa de deteccao de fake news, utilizando técnicas
de engenharia de prompt como principal abordagem. Para isso, foram utilizados di-
ferentes modelos de LLMs, variando desde arquiteturas menores, como o Gemma 2B,
até modelos de porte muito maior, como o Llama 3.1 70B. Além disso, este estudo
abrange multiplos conjuntos de dados relacionados a deteccao de desinformagao,
permitindo uma analise comparativa sobre a eficacia desses modelos em diferentes
cenarios.

O desenvolvimento deste trabalho busca nao apenas compreender as limitagoes
e potencialidades dos LLMs para esta tarefa especifica, mas também contribuir com

reflexoes sobre o uso responsavel dessas tecnologias no combate a desinformacao.

1.1 Motivacao

A disseminacao de fake news tem se tornado um problema crescente na soci-
edade contemporanea, com impactos significativos nas esferas politica, econdémica,

social, educacional, de satude e cientifica. As fake news sdo conteudos criados in-



tencionalmente para enganar, desinformar ou manipular, o que torna sua deteccao
particularmente desafiadora, principalmente quando baseada apenas no contetido
textual (KARIMI et al, 2018; |SHU et al., [2017)).

Eventos recentes ilustram como a desinformagao pode gerar consequéncias gra-
ves. Na esfera politica, as fake news tiveram papel central nas elei¢oes presidenciais
dos Estados Unidos em 2016 (ALLCOTT e GENTZKOW| 2017)), impactando dire-
tamente a opinido publica. Na saide, durante a pandemia de COVID-19, a propa-
gacao de informagoes falsas sobre vacinas e tratamentos causou hesitagao vacinal e
prejuizos a saude publica. No contexto econémico, empresas podem ser prejudicadas
por boatos falsos que afetam suas agoes ou reputagao. Na ciéncia e na educacao, a
disseminacao de desinformacao compromete a confianca no método cientifico e na
producao de conhecimento.

Além dos impactos sociais, ha preocupacoes legais associadas a produgao e dis-
seminacao de fake news. Como discutido por KLEIN e WUELLER] (2017), produ-
tores de desinformacao enfrentam riscos civis, como processos por difamagao, danos
emocionais, violacdo de propriedade intelectual, fraude e praticas comerciais en-
ganosas. Paralelamente, plataformas digitais tém adotado politicas mais rigorosas
para restringir conteiidos falsos, incluindo suspensao de contas e bloqueio de receitas
publicitarias.

O problema é agravado por caracteristicas intrinsecas as fake news. Muitas vezes,
essas noticias combinam informacoes falsas com elementos verdadeiros, dificultando
sua identificagdo (SHU et al., 2017). Além disso, elas podem apresentar diferentes
graus de falsidade — como meias verdades, exageros ou distor¢oes — enquanto a
maioria dos modelos de deteccao ainda trata o problema como uma classificagao
binaria (verdadeiro ou falso), o que simplifica excessivamente a complexidade do
fenémeno.

O ambiente das midias sociais amplia ainda mais o desafio. Nessas plataformas,
as fake news sao frequentemente curtas, sensacionalistas, adaptadas a contextos
locais e compartilhadas de forma viral. Por outro lado, esse ambiente também
oferece oportunidades: a disponibilidade de dados contextuais — como informagoes
sobre os autores, historico de postagens, redes de disseminacao e reagoes dos usudrios
— pode ser explorada para melhorar a eficacia dos sistemas de detecgao.

Portanto, desenvolver métodos eficientes e robustos para detectar fake news é
uma necessidade urgente, tanto para proteger individuos e institui¢cdes quanto para
preservar a integridade da informacao no ambiente digital. Este trabalho busca
contribuir para esse objetivo, alinhando-se as discussoes recentes na literatura e
explorando abordagens que consideram multiplas fontes de informacao e multiplos

graus de falsidade.



1.2 Histérico do Projeto

O projeto Inteligéncia Artificial para Detec¢ao Precoce de Fake News (processo
421793/2022-8), foi aceito na Chamada CNPq/AWS N¢ 64/2022 - Faixa A, reu-
nindo um grupo multidisciplinar de pesquisadores da UFRJ pertencentes ao LINE
— Laboratério de Tratamento da Informacgao Nao Estruturada, do Prorama de de
Engenharia de Sistemas e Computacao da da COPPE, ao Instituto de Pesquisa e
Planejamento Urbano e Regional e ao Departamento de Administragao da Faculdade
de Administragao e Ciéncias Contabeis.

Na vertente computacional, a qual pertence esse trabalho, o foco é o desenvolvi-
mento de um conjunto de ferramentas, guias e praticas baseadas no estado-da-arte
de Inteligéncia Artificial, capazes de analisar as redes sociais em busca de narrativas
falsas; e outra vertente sociotécnica na qual o foco é a criagao e validagao de teorias
e modelos explicativos para a andlise das narrativas que vém dividindo a sociedade
em grupos, ou bolhas, principalmente das falsas narrativas, seus agentes principais
e que papéis assumem.

O projeto era fortemente baseado na premissa de acesso a dados da entao plata-
forma de microblogging Twitter, hoje renomeada “X”, de forma autorizada a entida-
des académicas e de pesquisa, sem custo, pela administragdo da empresa na época.
Logo apos aprovado o projeto, essa forma de acesso foi proibida, passando a existir
apenas uma versao paga, a precos nao exequiveis para o projeto.

Dessa maneira, o grupo de pesquisa foi forgado a buscar outros caminhos, sendo
que este trabalho, anteriormente focado em mensagens adquiridas em tempo real, se
reorientou para o uso de bases de dados pré-existentes, buscando projetar relagoes
de custo-beneficio entre a qualidade da detecgao de fake news e o custo de executar

essa detecgao com LLMs de diversos tamanhos.

1.3 Objetivo da Dissertacao

O principal objetivo desta dissertacao ¢é avaliar, de forma detalhada e critica, a
relacdo de custo-beneficio entre diferentes modelos de grandes modelos de linguagem
(LLMs), utilizando variadas técnicas de aplicagao, com o intuito de fundamentar a
criacao futura de um sistema de alarme que possa notificar os usuarios sobre a confia-
bilidade do contetido consumido. Tal sistema visa contribuir para a formacao de um
publico mais criterioso e agnéstico em relacao as informagoes recebidas, reduzindo
a propagacao indevida de noticias falsas e outras formas de desinformacao.

Para orientar essa investigagao, a dissertagao busca responder as seguintes per-

guntas de pesquisa:

1. LLMs sao capazes de identificar noticias falsas? Avaliar a capacidade



dos modelos de linguagem em realizar a tarefa de deteccao de fake news,

considerando diferentes dominios, formatos e contextos.

2. Como os LLMs se comparam em desempenho com o estado da arte?
Realizar uma comparacao direta entre os resultados obtidos pelos LLMs e
os melhores resultados reportados na literatura para cada uma das colegdes
utilizadas, analisando se esses modelos conseguem atingir, igualar ou superar

os métodos tradicionais ou especializados.

3. Qual é a relagao de custo-beneficio entre LLMs de diferentes modelos
e tamanhos? Investigar como o desempenho dos LLMs se relaciona com seu
custo operacional, considerando fatores como consumo de recursos, tempo
de inferéncia e escalabilidade, de modo a entender quais modelos oferecem a

melhor relagao entre acuracia e viabilidade economica.

Para apoiar essa andlise, esta dissertacdo também propoe uma nova métrica
de avaliagdo chamada PoC-score (Performance over Cost score), que tem como
objetivo quantificar a eficiéncia econémica dos modelos em relagdo ao seu desem-
penho. A métrica é definida como a razao entre o Fl-score e o custo operacional
do modelo (medido em USD/h). Essa abordagem permite avaliar ndo apenas a
performance bruta dos modelos, mas também sua viabilidade pratica em termos de
custo-beneficio, incentivando escolhas mais alinhadas com restrigoes operacionais do
mundo real.

Para alcancar esses objetivos, a dissertagao realizou uma avaliacao rigorosa do
desempenho de diversos LLMs disponiveis na plataforma AWS, submetendo-os a
testes em multiplas bases de dados contendo noticias falsas, com caracteristicas e
contextos variados. Foram exploradas diferentes estratégias de prompt engineering
e técnicas de ajuste fino, buscando entender o comportamento dos modelos em
cenarios diversificados e identificar as abordagens que promovem maior precisao e
menor ocorréncia de alucinagoes.

Além disso, a pesquisa investigou a eficiéncia computacional dos modelos, enfa-
tizando a importancia de avaliar o custo de inferéncia em paralelo ao desempenho,
dado que fatores como tempo de resposta e uso de recursos computacionais sao de-
terminantes para a aplicabilidade pratica em ambientes de produgao. Observou-se
também que o desempenho dos modelos varia significativamente conforme o dominio
dos dados, sendo superior em bases relacionadas a area da saude, como a COVID-
19, possivelmente devido ao conhecimento prévio incorporado durante o treinamento
dos modelos, e inferior em bases com temas mais complexos ou diversificados, como
noticias politicas e de entretenimento.

Por fim, a dissertagao destacou a necessidade de explorar estratégias avancadas,

como a combinacao de miltiplos modelos por meio de técnicas de ensemble, além
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da adoc¢do de métodos para lidar com desafios impostos por textos muito longos
ou muito curtos, incluindo pré-processamento, segmentacao e incorporagao de in-
formacgoes estruturadas. Essas diregdes sao essenciais para aprimorar a robustez,
a precisdo e a escalabilidade dos sistemas de deteccao automatica de fake news,

contribuindo para sua adog¢ao efetiva em contextos reais.

1.4 Descricao da Dissertacao

Esta introdugdo compoe o primeiro capitulo desta dissertacao. A seguir, o Ca-
pitulo 2 apresenta uma revisao da literatura relacionada a deteccao de fake news,
abordando os conceitos fundamentais, os impactos da desinformacao, as principais
caracteristicas de noticias falsas, além das estratégias utilizadas para sua identifica-
¢ao e uma analise dos trabalhos mais relevantes sobre o tema.

O Capitulo 3 trata dos Large Language Models (LLMs) com arquitetura Trans-
former, explicando o papel dos embeddings, os fundamentos da arquitetura Transfor-
mer e as principais abordagens de engenharia de prompt, como zero-shot, few-shot,
prompt priming e output constraint.

O Capitulo 4 descreve a metodologia adotada no desenvolvimento deste trabalho,
incluindo a definicdo do cenério de aplicacdo, a formulagao da tarefa, a escolha das
bases de dados, a elaboracao dos prompts, a selecao dos modelos utilizados e os
critérios de avaliacao empregados, bem como a realizacao de fine-tuning nos modelos.

O Capitulo 5 apresenta os experimentos realizados, detalhando a execugao do
processo metodologico, as bases utilizadas, os resultados obtidos com diferentes mo-
delos e configuragoes.

No Capitulo 6, realizamos uma anélise comparativa abrangente entre os modelos
avaliados, considerando tanto métricas tradicionais de desempenho, como accuracy,
precision, recall e F1-score, quanto métricas econdmicas, como tempo de inferéncia
e custo operacional por hora. Essa analise permitiu compreender nao apenas quais
modelos apresentam maior capacidade de detecgdo de fake news, mas também quais
oferecem melhor relacdo custo-beneficio para diferentes cenarios e restrigoes operaci-
onais. Além disso, o capitulo introduz e aplica a métrica PoC-score, proposta nesta
dissertacao, como uma ferramenta complementar para avaliar a eficiéncia dos mo-
delos, destacando casos em que modelos ligeiramente inferiores em acuracia podem
ser preferiveis devido a custos significativamente menores. Também sao discutidas
as variagoes de desempenho conforme o dominio dos dados, o tamanho dos modelos
e as estratégias de prompt engineering adotadas.

Por fim, o Capitulo 7 apresenta as conclusoes gerais do trabalho, sintetizando os
principais achados da pesquisa em termos de desempenho, custo e aplicabilidade dos

modelos de linguagem para a tarefa de deteccao de noticias falsas. Sao discutidas



as implicagoes préaticas dos resultados, tanto para o desenvolvimento de sistemas de
monitoramento de desinformacao quanto para o uso responsavel de LLMs em ambi-

entes produtivos. Além disso, sd@o apresentadas sugestoes para trabalhos futuros.



Capitulo 2

Revisao da Literatura sobre

Deteccao de Fake News

A crescente preocupacao com a propagacgao de fake news tem impulsionado pes-
quisas voltadas ao desenvolvimento de métodos eficazes para sua deteccao e con-
tencao. Diversas abordagens tém sido propostas, combinando técnicas de processa-
mento de linguagem natural, aprendizado de maquina e analise de redes sociais para
identificar padroes caracteristicos da desinformacao. Além disso, estratégias como a
verificacdo de fatos e a analise da credibilidade das fontes desempenham um papel
essencial nesse processo. Essas iniciativas demonstram a importancia de uma abor-
dagem multidisciplinar e continua para enfrentar a natureza dinamica e adaptativa
das fake news, ressaltando a necessidade de solu¢oes robustas e escaldveis, aliadas a
promogao da educacao mididtica entre os usuarios PYARELAL et al.| (2023).

A deteccao automatica de fake news tem ganhado destaque como area central
de pesquisa, impulsionada pela rapida disseminacao de desinformacao nas redes
sociais e seu alto potencial de viralizacdo. Inicialmente, essa tarefa era abordada
com algoritmos tradicionais de aprendizado de maquina, como Naive Bayes, Support
Vector Machines (SVM) e Random Forests (BREIMAN]| [2001; CORTES e VAPNIK]
1995), aplicados a representagoes simples do texto, como bag-of-words e TF-IDF
(JONES, 1972; SALTON et al., 1975). Embora eficazes em cendarios controlados,
essas abordagens mostraram-se limitadas na generalizacao e na deteccao de sutilezas
linguisticas frequentemente presentes em contetidos manipulativos.

Com a evolugao das técnicas de Processamento de Linguagem Natural (NLP),
abordagens mais avancadas passaram a ser adotadas, especialmente aquelas basea-
das em deep learning. Modelos como Redes Neurais Convolucionais (CNNs) e Redes
Neurais Recorrentes (RNNs), incluindo LSTM, possibilitaram a captura de depen-
déncias contextuais e padroes sintaticos e semanticos mais profundos nos textos,
aprimorando significativamente os resultados na tarefa de identificacdo de desin-

formacao. Estratégias complementares, como a andlise linguistica e a detecgao de



subjetividade, também passaram a ser exploradas com sucesso, como ilustrado no
estudo de WU e WANG] (2021)).

Além disso, tarefas auxiliares de NLP, como a Analise de Sentimentos e a De-
tecgao de Posicionamento (Stance Detection), tém sido integradas aos modelos de
classificacao de fake news com o objetivo de fornecer informacgoes adicionais e en-
riquecer a compreensao do conteudo textual. Essas técnicas ajudam a capturar as
intengoes e emocoes subjacentes as mensagens, aspectos frequentemente explorados
na construgao de narrativas falsas KUCUK e CAN] (2021).

Neste capitulo, exploramos os principais conceitos relacionados a desinformagao,
os métodos de representacao textual em NLP, as abordagens de aprendizado de
maquina e de aprendizado profundo aplicadas a deteccao de fake news, bem como
os conjuntos de dados e métricas utilizados para avaliacao. Ao final, apresentamos
uma andalise critica da literatura revisada, destacando limitacoes e desafios ainda

presentes na area.

2.1 Conceitos Fundamentais

O termo fake news refere-se a noticias fabricadas deliberadamente para enganar
os leitores, geralmente com o objetivo de obter algum beneficio politico ou financeiro.
Segundo ALLCOTT e GENTZKOW| (2017), fake news sdo “artigos de noticias que
sao intencionalmente e verificavelmente falsos e que podem enganar os leitores”. Essa
definigao distingue as fake news de informagoes incorretas nao intencionais (como
erros jornalisticos) ou sédtiras evidentes, concentrando-se em conteiddos projetados
para enganar.

Além da definigdo conceitual, o estudo de ]ALLCOTT e GENTZKOW]| (2017),
que analisou a disseminacao de noticias falsas nas redes sociais durante as eleigoes
presidenciais dos Estados Unidos em 2016, identificou duas motivacoes principais
para a producao e disseminacao desse tipo de contetido.

A primeira motivacao é de ordem econémica: contetdos virais atraem um grande
numero de acessos, o que pode resultar em receitas publicitarias significativas. Mui-
tos produtores de fake news, cujas identidades foram posteriormente reveladas, es-
tavam mais interessados nos lucros obtidos por meio da monetizacao de trafego do
que em influenciar diretamente o cenério politico.

A segunda motivagao ¢ ideoldgica. Certos grupos ou individuos disseminam
fake news com a intencao de favorecer candidatos ou causas politicas alinhadas com
suas crencas ou interesses. Essa forma de manipulacao informacional pode ter efeitos
significativos sobre a opiniao ptblica, especialmente em periodos eleitorais, tornando
ainda mais urgente o desenvolvimento de mecanismos de detecgao e contencao da

desinformacao.



Essa definicao adotada por ALLCOTT e GENTZKOW]| (2017) é operacional e
bastante difundida na literatura, mas nao é isenta de criticas. Por exemplo, KLEIN e
WUELLER (2017) argumentam que o termo fake news é impreciso e frequentemente
utilizado de forma politica para deslegitimar fontes de informagdo. Em vez disso, os
autores preferem discutir a desinformagao como parte de um ecossistema mais amplo,
que inclui tanto a disseminagao intencional de informagoes falsas (disinformation)
quanto a propagagao nao intencional (misinformation).

Além das motivagdes econdmicas e ideoldgicas apontadas por ALLCOTT e
GENTZKOW (2017), KLEIN e WUELLER| (2017) destacam que fatores socio-
técnicos, como algoritmos de recomendacao, bolhas informacionais e dindmicas de
polarizacao nas redes sociais, desempenham papel central na amplificacao da desin-
formacao. Essa perspectiva amplia o entendimento do problema, mostrando que o
combate a desinformacdo nao depende apenas da identificacdo do conteudo falso,
mas também de intervencoes estruturais nas plataformas digitais e no préprio ecos-
sistema informacional.

De acordo com (WARDLE e DERAKHSHAN, [2017)), existem trés principais ti-
pos de disturbios da informagao (information disorder) que ajudam a categorizar as
diferentes formas de desinformacao nas midias. O primeiro tipo é a misinformation
(desinformagao), que envolve a disseminagao de informagdes falsas ou imprecisas sem
a intengao de enganar. O segundo tipo é a disinformation (desinformagcao intencio-
nal), que é a criagao e disseminacao de informagoes falsas com a intencao deliberada
de manipular os receptores. O terceiro tipo é a malinformation (malinformagao),
que consiste no uso de informagoes verdadeiras de forma prejudicial ou para causar
dano a individuos ou grupos. Esses trés tipos sao fundamentais para entender a
complexidade das fake news e suas implicagoes sociais e politicas. A Figura
ilustra a relacao entre essas categorias, destacando como se posicionam em relagao
aos eixos de falsidade e dano.

Casos de malinformation, por exemplo, incluem discurso de 6dio e assédio, nos
quais informacoes verdadeiras sao usadas estrategicamente para prejudicar indi-
viduos, frequentemente com base em aspectos como religiao, origem ou afiliagoes

pessoais.

2.1.1 Impactos das Fake News

A disseminagao de fake news tem implicagoes significativas tanto no plano social
quanto politico. (HARRIS et al. 2024) analisam os impactos sociais e politicos da
disseminacao de fake news sob duas principais dimensoes: psicolégica e econdémica,
destacando como ambas contribuem significativamente para a escala e persisténcia

desse fendmeno.



DESORDEM INFORMACIONAL

FALSO PREJUDICIAL

Desinformacao nao intencional Desinformagao Ma-informacgéo
(Mis-Information) (Dis-Information) (Mal-Information)

Conexao falsa Conteudo falso Vazamentos (de informagées
Contetido enganoso Conteudo impostor privadas ou sensiveis)
Contetido manipulado Assédio
Contetido fabricado Discurso de édio

Figura 2.1: Representacao visual dos trés tipos de distirbios da informacao. Fonte:
Adaptado de (WARDLE e DERAKHSHAN, 2017).

Dimensao psicolégica: No plano psicologico, a propagacao de fake news esta
fortemente associada a mecanismos cognitivos que influenciam o comportamento dos
usuarios. Viéses como o efeito manada, a partidarizacao e o chamado eco de crenca
levam os individuos a aceitar e compartilhar informacoes falsas, muitas vezes sem
verificar seu contetido. A superficialidade no consumo de noticias, como a leitura
apenas de manchetes, também colabora para esse cenario, amplificado por titulos
chamativos (clickbait). Além disso, o compartilhamento de informagoes falsas ocorre
frequentemente de forma reativa e automatica, motivado por desejos de autoexpres-
sdo, status social ou intencdo de ajudar, mesmo sem consciéncia da falsidade da
informacao.

Dimensao econémica: No aspecto econémico, a digitalizagdo da producao e
distribuicao de noticias alterou radicalmente o modelo midiatico tradicional, substi-
tuido por um sistema algoritmico e multifacetado. Atualmente, cerca de dois tergos

dos usudrios acessam noticias por meio de motores de busca, redes sociais e outras

plataformas digitais (NEWMAN et all 2021]), que priorizam conteidos de alto en-

gajamento para maximizar receita publicitaria. Esse ambiente favorece a circulagao
de fake news, contetdos sensacionalistas e informacoes enganosas, o que, por sua
vez, tem minado a confianca do publico na midia tradicional. A facilidade e o baixo
custo de produgao e disseminacao de noticias falsas, aliados a auséncia de punigoes
legais para seus autores, tornam o fendmeno ainda mais preocupante. Plataformas
digitais, ao explorarem vieses cognitivos como a novidade e a confirmagdo, aca-

bam incentivando a viralizacao de fake news como parte de um modelo de negdcios
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lucrativo.

Dando sequéncia aos impactos sociais da disseminacao de fake news, um estudo
recente de (ALI et al. 2023) investigou a relagdo entre a propagacao de noticias
falsas e o comportamento de compra por panico durante a pandemia de COVID-
19 no Reino Unido. O estudo revelou que, em média, 33% das postagens sobre
compras por panico coletadas nas redes sociais foram classificadas como fake news.
A pesquisa comparou o comportamento em areas urbanas e rurais, observando que as
postagens em areas urbanas ocorreram predominantemente entre janeiro e outubro
de 2021, com um pico notavel em setembro, com palavras-chave relacionadas ao
abastecimento de combustiveis e transporte, como “fuel”; “shortage” e “petrol”. Por
outro lado, nas areas rurais, o pico de postagens foi observado tanto em marco de
2020 quanto em setembro de 2021, com palavras-chave como “toilet rolls”, “food”,
“shop”, e mengdes a grandes redes de supermercados como “Sainsbury’s” e ”Asda”,
associadas ao comportamento de compra por panico.

Os resultados mencionados acima também indicaram que a maioria das posta-
gens em areas rurais foi marcada por uma maior presenca de fake news, o que sugere
uma maior vulnerabilidade a boatos e desinformacao nessas regioes. Além disso, a
analise dos dados revelou que as areas rurais, possivelmente por estarem em um
estagio mais inicial de preparacao digital, mostraram-se mais suscetiveis a dissemi-
nacao de informacoes erroneas, o que pode ser relacionado a uma maior dificuldade
em questionar noticias falsas e ao medo exacerbado de escassez de produtos essen-
ciais, especialmente em tempos de pandemia, quando o acesso a cuidados de satude
e recursos pode ser limitado(ALI et al., 2023).

Esses achados apresentados nessa subsecao reforcam a necessidade urgente de
desenvolver estratégias para mitigar a propagacao de fake news, especialmente em
contextos de crise, e destacam a complexa interacao entre a digitalizacao, os com-

portamentos sociais e as dinamicas de disseminacao de informagoes falsas.

2.1.2 Caracteristicas de Noticias Falsas

A identificacdo de fake news é um desafio complexo, dado que muitas vezes
essas noticias se apresentam de forma sutil, disfarcadas em contetidos que podem
parecer legitimos a primeira vista. As caracteristicas de fake news nao se limitam a
elementos superficiais como titulos chamativos, mas envolvem uma série de fatores
estruturais, emocionais e contextuais que tornam sua detecgao dificil, mesmo para
leitores atentos.

Uma das principais dificuldades reside no fato de que muitas fake news utili-
zam estratégias de persuasdo sofisticadas para manipular o leitor. Ao contrario de

contetdos evidentemente falsos, que sao facilmente identificaveis, as noticias falsas

11



tendem a se misturar com informacoes verdadeiras ou distorcidas, criando uma fa-
chada de veracidade. Esse fendmeno é conhecido como desinformacao estratégica,
onde a falsidade se esconde por tras de uma apresentacao aparentemente confidvel,
muitas vezes utilizando dados reais ou fontes legitimas, mas com a intencao de dis-
torcer a realidade ou desinformar. Um exemplo notério é o caso do "Pizzagate”, em
que uma teoria conspiratéria durante as eleicoes americanas de 2016 utilizou nomes
e locais reais para divulgar uma narrativa completamente falsa sobre um esquema de
trafico infantil supostamente ligado a membros do Partido Democrata (UOL; 2024).

Além disso, muitas fake mews sdo projetadas para explorar os vieses cogniti-
vos dos leitores, como o viés de confirmacao e a tendéncia a confiar em fontes que
compartilham suas crencas. Um estudo realizado por pesquisadores associados ao
Programa de Doutorado em Direito da Universidade de Brasilia (UnB) e ao Mes-
trado em Comunicagao Digital do Instituto Brasileiro de Ensino (METROPOLES]
2024), Desenvolvimento e Pesquisa (IDP) revelou que contetidos desinformativos que
evocam emocoes intensas, como raiva, medo ou indignacgao, tém maior probabilidade
de serem compartilhados. O estudo identificou que temas que tocam a moralidade
e utilizam categorias religiosas, como "pecado”ou ”"salvagao”, geram reagoes emo-
cionais fortes, ampliando a capacidade de replicagdo dessas mensagens nas redes
sociais.

A manipulagdo visual também desempenha um papel significativo nas fake news.
O uso de imagens ou videos alterados, muitas vezes retirados de contexto, é uma
tatica comum para aumentar a plausibilidade do contetdo falso. Um exemplo mar-
cante desse tipo de manipulacao ocorreu durante as elei¢oes brasileiras de 2018,
quando circulou nas redes sociais uma imagem adulterada da entao candidata a
vice-presidéncia Manuela D’Avila. Na montagem, ela aparecia vestindo uma cami-
seta com a frase ”"Jesus é Travesti”, acompanhada de um arco-iris — algo que nao
constava na imagem original, em que a camiseta exibia outra mensagem. A adulte-
racao visava associa-la a pautas polémicas, influenciando negativamente a percepc¢ao
ptblica durante o periodo eleitoral (G1, [2018). Esse caso ilustra como imagens ma-
nipuladas, que aparentam ser auténticas a primeira vista, podem reforcar narrativas
enganosas e gerar fortes reacoes emocionais. Em ambientes digitais, onde o contetdo
visual é frequentemente interpretado como prova de autenticidade, tais manipula-
¢oOes tornam-se uma ferramenta poderosa de desinformacao, dificultando ainda mais
a deteccao de fake news.

Em face dessas caracteristicas complexas, a identificacao de fake news requer
nao apenas a analise de conteudo textual, mas também uma compreensio profunda
dos contextos emocionais, sociais e cognitivos envolvidos na disseminacao de infor-
magoes falsas. As solucoes para esse problema, portanto, demandam abordagens

sofisticadas, que envolvem técnicas de processamento de linguagem natural, analise
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de redes sociais e métodos de verificacao de fontes. Além disso, é fundamental que os
usuarios desenvolvam uma postura critica em relagao ao consumo de informagoes,
uma vez que, apesar de todo o avanco das tecnologias de deteccao, as fake news

continuam sendo uma ameaca persistente e em constante evolugao.

2.2 Estratégias Utilizadas na Identificacao de
Fake News

A deteccao de fake news comegou com técnicas de representacao de texto simples
e interpretaveis. Entre as primeiras abordagens estdo o Bag of Words (BoW) e o
Term Frequency (TF)(JONES| 1972; [SALTON et al) |1975). Ambas representam
textos como vetores numeéricos, baseando-se na contagem de palavras. O BoW con-
sidera apenas a presenca ou frequéncia das palavras em um documento, ignorando
a ordem e o contexto. O TF aprimora isso ao normalizar pela frequéncia total de
palavras no documento SALTON e BUCKLEY] (1988)).

Considere o exemplo com duas frases curtas:
e Documento 1: "Noticia falsa se espalha rapido”
e Documento 2: "Noticia verdadeira circula devagar”

O vocabulario conjunto é: {”noticia”, “falsa”, "se”, “espalha”, “rapido”, "ver-
dadeira”, “circula”, “devagar”}.

A representagdo em BoW para o Documento 1 seria:
1,1,1,1,1,0,0,0]

A representacao em TF-IDF pondera a frequéncia da palavra pelo inverso da

frequéncia nos documentos, usando a férmula (JONES, [1972):

TF-IDF(t,d, D) = TF(t,d) x log ('D];]Y(t))

onde t é o termo, d é o documento, D é o conjunto de documentos, N é o niimero
total de documentos, e DF(¢) é o nimero de documentos contendo o termo t.

Considere o seguinte vocabulario (8 palavras): {"noticia”, “falsa”, "se”, "espa-

»on, »o»

lha”, "rapido”, "verdadeira”, “circula”, "devagar”} e os dois documentos:
e Documento 1: ”Noticia falsa se espalha rapido”
e Documento 2: "Noticia verdadeira circula devagar”

As frequéncias por termo (DF(t)) nos dois documentos séo:
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« Termos que aparecem em ambos os documentos: "noticia”(DF = 2)
o Termos exclusivos de um documento: todos os outros (DF = 1)

Com isso, para o Documento 1, temos:

1 2 1 2 1 2 1 2
TF-IDF, = =1 - =1 - =1 - =1 -
1 |:07 5 Og<1>7 5 Og(1)7 5 Og<1>7 5 Og(1)7 07 07 O:|

TF-IDF, ~ [0, 0,139, 0,139, 0,139, 0,139, 0, 0, 0]

Note que o valor associado ao termo "noticia”é zero, pois ele aparece em todos os
documentos (log (%) = 0), enquanto os termos exclusivos do documento tém maior
peso.

Esses vetores escassos e ponderados formam a base para classificacdo com algo-
ritmos como Naive Bayes, Logistic Regression (COX| 1958; [LEWIS| [1998) e SVM
(CORTES e VAPNIK]| [1995), amplamente usados nas primeiras abordagens de de-
teccao de fake news.

Em seguida, técnicas de embedding de palavras, como o Word2Vec (MIKOLOV
et all, |2013b), foram introduzidas, permitindo representar palavras em vetores den-
sos, capturando relagdes seméanticas entre elas. Ja o Doc2Vec (LE e MIKOLOV|
2014)), uma extensao do Word2Vec, permitiu a representacao de documentos intei-
ros como vetores, o que se mostrou util para tarefas de classificacdo. A evolugao
para modelos mais complexos levou ao uso de redes neurais como o LSTM (Long
Short-Term Memory) (HOCHREITER e SCHMIDHUBER] |1997)), que trouxe avan-
¢os na modelagem de sequéncias de texto, considerando dependéncias temporais em
grandes volumes de dados.

Com o avango das redes neurais profundas, os modelos Transformer (VASWANI
et all, 2017b), como o BERT (DEVLIN et all, [2019) e suas variagdes, tornaram-se
os mais utilizados na detecgao de fake news, devido a sua capacidade de entender o
contexto de uma maneira mais eficiente e precisa. Esses modelos preveem as palavras
com base no contexto completo da sentenga, superando abordagens anteriores em
precisao e desempenho.

Em termos de algoritmos de aprendizado de maquina, os primeiros a serem am-
plamente utilizados foram Naive Bayes (LEWIS| |1998)), Logistic Regression (LR)
(COX. 1958) e K-Nearest Neighbors (KNN) (COVER e HART), [1967), que sao sim-
ples e eficientes em tarefas de classificacio bindria. A medida que a complexidade
dos dados aumentava, algoritmos como Decision Trees (BREIMAN et al., (1984),
Support Vector Machines (SVM) (CORTES e VAPNIK| |1995) ¢ Random Forest
(BREIMAN] 2001) ganharam popularidade devido ao seu poder de modelagem nao

linear. Mais recentemente, técnicas de ensemble, como Stacking, Bagging (BREI-
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MAN,, 1996; WOLPERT], 1992) e Boosting (FREUND e SCHAPIRE, |1997), foram
utilizadas para combinar multiplos modelos, melhorando a precisao e a robustez na
deteccao de noticias falsas. Esses métodos combinam os pontos fortes de diferentes

algoritmos, permitindo uma classificacdo mais precisa e eficiente.

2.3 Trabalhos Relacionados

A revisio de literatura foi conduzida com o auxilio da ferramenta Parsifall]
utilizando a base de dados Scopus como fonte principal. A string de busca adotada
foi: TITLE-ABS-KEY ( ( “fake news detection”OR “fake news classification”) AND
( "machine learning”) AND ( "NLP”OR ’“natural language processing”) AND (
"social network”OR " Tuwitter”) ).

Inicialmente, em 2022, foram considerados apenas artigos publicados nos cinco
anos anteriores, o que resultou na recuperagao de 43 estudos. Apds a leitura dos
titulos e resumos, foi realizada uma triagem com base na relevancia para os objetivos
deste trabalho, levando a sele¢ao de um subconjunto desses artigos.

Para atualizar a revisdo e incorporar os avanc¢os mais recentes na area, uma
nova busca foi realizada em 2025, utilizando os mesmos critérios e a string de busca
original. Essa nova etapa resultou na identificacao de mais 85 estudos relevantes,
publicados desde a revisao anterior. Esses artigos passaram por uma triagem similar,
e os mais pertinentes foram incluidos nesta revisao ampliada.

O objetivo desta revisao sistematica é responder as seguintes questoes de pes-

quisa:

o Quais sdo as abordagens mais utilizadas em termos de modelagem do pro-

blema?

e Quais as técnicas de processamento de linguagem natural mais eficazes para

essa tarefa?

PARIKH et al|(2019) definiram trés hipéteses relacionadas a origem, dissemina-
¢ao e tom das noticias falsas. Eles observaram que: (1) noticias falsas tendem a ser
publicadas em sites menos populares, (2) sdo mais frequentemente disseminadas por
usuarios nao verificados, e (3) sdo escritas em um tom linguistico especifico, embora
nao seja possivel determinar se esse tom é positivo, negativo ou neutro. Esses acha-
dos levantam a hipotese de que a andlise de sentimentos poderia ser 1til na detecgao
de fake news.

Entretanto, BAARIR e DJEFFAL (2021)) argumentam que a anélise de senti-

mentos nao contribui significativamente para a deteccao de fake news, pois o fato

"http://parsif.al
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de uma noticia apresentar um sentimento positivo ou negativo nao esta diretamente
relacionado a veracidade do contetido. Eles demonstraram que essa distingao nao é
suficiente para classificar corretamente uma noticia como falsa ou verdadeira.

SILVA et al| (2020) destacaram a escassez de conjuntos de dados rotulados em
portugués e propuseram o Fake.Br Corpus, com noticias falsas e verdadeiras. Eles
realizaram uma analise comparativa com diversos algoritmos, onde SVM, Logistic
Regression e Random Forest se destacaram. Além disso, observaram que o uso de
Bag-of- Words superou modelos mais sofisticados como Word2Vec e FastText. Eles
também apontaram a importancia do tamanho do texto, observando que textos
truncados podem representar melhor situagoes reais, ja que modelos treinados com
textos completos podem ser enganados por noticias falsas mais longas proposital-
mente.

DE MAGISTRIS et al| (2022) propuseram um modelo baseado em stance de-
tection para auxiliar na detecgao de noticias falsas. O processo inclui categorizagao
da consulta, selecdo de documentos relevantes por macro e subcategorias, aplicagao
de NER para filtragem e, finalmente, comparagao semantica via embedding e simi-
laridade de cosseno para selecionar os documentos mais semelhantes, que entao sao
usados para classificacdo de stance. Apesar da complexidade da abordagem, os auto-
res concluiram que o uso de stance detection nao apresentou beneficios significativos
na deteccao de fake news.

Os trabalhos de| WU e WANG (2021)) e MOURATIDIS et al.| (2021)) incorporaram
informagoes derivadas das redes sociais aos modelos de deteccao de noticias falsas.
Eles utilizaram técnicas como Graph Embedding, além de atributos como data de
criacao da conta, nimero de seguidores, URLs presentes, entre outros. Esses estudos
evidenciaram que tais caracteristicas sociais sao 1iteis para complementar os modelos
baseados apenas em texto.

BIRUNDA e DEVI| (2021) propuseram uma abordagem estruturada para a de-
teccao de fake news, envolvendo extracao de recursos textuais via TF-IDF, andlise
de URLs e avaliacao da credibilidade das fontes. Eles testaram diversos algoritmos
de aprendizado de maquina e o modelo com melhor desempenho foi o Gradient Bo-
osting, que alcancou uma acuracia de 99, 5% em um dataset coletado do Kaggle que
contém 2050 noticias rotuladas como verdadeiras ou falsas além de metadados como
fonte dos artigos de noticias, data de publicacao, autor, titulo, texto, se contém
uma imagem, tipo do texto, rétulos, etc. No entanto, o nome especifico do dataset
utilizado nao é mencionado no artigo.

MOURATIDIS et al.| (2021) também desenvolveram um modelo de deep learning
com entrada multimodal, combinando features linguisticas (como ntimero médio de
silabas por palavra, frases curtas/longas, taxa de advérbios/adjetivos) com atributos

sociais (como nimero de seguidores e retweets). Segundo os autores, a combinagao
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desses diferentes tipos de entrada foi essencial para alcancar bons resultados, supe-
rando abordagens que usam apenas uma dessas fontes de informacao.

SETIAWAN et al.| (2021) construiram um dataset voltado & temética de publi-
cidade e avaliaram diferentes modelos com técnicas de NLP como TF-IDF, Bag-
of-Words e n-gramas (de 1 a 4). O estudo indicou que a utilizagdo de n-gramas
contribui positivamente para a tarefa de deteccdo de fake news.

PHANG, KELVIN KEAT HUNG AND CHUA, HUI NA AND JASSER,
MUHAMMED BASHEER AND WONG, RICHARD T. K] (2023) Abordaram o
problema utilizando caracteristicas dos usuarios das redes sociais, com foco nas ba-
ses de dados Politifact e GossipCop. O estudo revelou que as noticias provenientes
das redes sociais geralmente apresentam uma qualidade inferior, o que torna a tarefa
de deteccao mais desafiadora. Os autores propuseram uma andalise aprofundada das
features dos usuarios, identificando quais delas s@o mais relevantes para a classifi-
cacao de noticias falsas. A tabela gerada a partir do estudo destaca a importancia
relativa de varias caracteristicas, com destaque para o ntimero de status (11%), o ni-
mero de seguidores (8,9%), e o recent_ favorite, uma métrica proposta pelos autores
(8,5%). Além disso, caracteristicas como recent_ retweet e follower_following_ ratio
também se mostraram significativas, com 7,2% e 7,3%, respectivamente. O estudo
sublinha como essas features podem ser utilizadas para aprimorar os modelos de
deteccao de noticias falsas, aproveitando informagoes de engajamento e rede social
para complementar os dados textuais.

Diversos estudos recentes tém explorado a combinagao de miltiplos classificado-
res para aprimorar a deteccao de noticias falsas por meio de técnicas de votagao.
REZAEFEI et al|(2023) propuseram um modelo de ensemble que integra algoritmos
como Random Forest, SVM, Decision Tree, Light GBM e XGBoost, utilizando mé-
todos como Stacking, Bagging e Boosting. O modelo foi avaliado na base Politifact
e incorporou recursos semanticos e quantitativos do texto, alcancando uma acuracia
de 96,24% com o Stacking. Seguindo uma linha semelhante, GETHSIA e JULIET
(2023) desenvolveram um Voting Classifier com Naive Bayes, Regressao Logistica,
SVM e Decision Tree, empregando técnicas classicas de pré-processamento e vetori-
zagdo, como Bag-of-Words, n-grams e TF-IDF, para representar o conteido textual.
De forma complementar, [SANDRILLA e DEVI|(2024)) também utilizaram uma abor-
dagem baseada em ensemble, com foco em noticias politicas, combinando algoritmos
como Random Forest, Regressao Logistica, J48 e NB-tree. A técnica de votagao foi
aplicada tanto em Bagging quanto em Boosting, enquanto o Stacking utilizou um
meta-classificador. Seu modelo alcangou 97% de acuréacia, reforgando a eficacia dos
métodos de combinacao de classificadores na tarefa de deteccao de fake news.

ALGHAMDI et al| (2023)) investigaram o uso de modelos transformer na de-

teccao de fake news relacionadas ao COVID-19, comparando diversas arquiteturas,
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incluindo BERTBASE, BERTBASE combinado com camadas de CNN, LSTM e Bi-
GRU, além de RoBERTa e o modelo especializado CT-BERT. As técnicas de NLP
aplicadas envolvem tokenizacao, embedding de palavras com BERT e suas variagoes,
e o uso de modelos pré-treinados para transferéncia de aprendizado, melhorando a
andlise seméntica por meio de camadas CNN, LSTM e BiGRU. O modelo CT-
BERT, pré-treinado com um grande corpus de tweets sobre COVID-19, obteve um
desempenho superior, alcancando uma precisao de 98,5%, demonstrando a eficicia
do fine-tuning em modelos transformer para a tarefa de deteccao de fake news.

GUPTA et al.| (2024) explora a utiliza¢do da representacao seméantica baseada em
Abstract Meaning Representation (AMR) para a detec¢ao de fake news. A principal
premissa do estudo é que as abordagens convencionais de machine learning e deep
learning podem nao capturar de maneira eficiente as relagbes semanticas complexas
entre palavras e entidades em textos, o que é crucial para a identificacdo de desinfor-
macao. Para abordar essa limitacao, os autores propoem a extracao de caracteristi-
cas semanticas de grafos AMR, que incluem relagoes semanticas, papéis semanticos
e estruturas de eventos, como entrada para modelos tradicionais, como Random
Forest e Naive Bayes, bem como redes neurais mais avangadas, como BiLSTM. O
estudo foi realizado em trés conjuntos de dados: o novo dataset FauxNSA proposto
pelos proprios autores, o publico Covid19-FND, focado em desinformacao sobre o
COVID-19, e o KFN, um conjunto publico para fake news em geral. Os resultados
experimentais mostraram que os modelos utilizando codificacaio AMR superaram
os modelos tradicionais, alcancando uma acuracia de até 93,96% e um Fl-score de
91,96%. A pesquisa sugere a fusao de AMR com outras abordagens para fortalecer
a deteccao de fake news em diferentes contextos e futuros desafios relacionados.

Na tabela a seguir, serao apresentados os principais trabalhos relacionados a
deteccao de fake news, detalhando as abordagens empregadas, os recursos utilizados
e os desempenhos obtidos. A Tabela resume e compara os resultados entre os

diferentes estudos analisados.

2.3.1 Consideracoes finais sobre a revisao

As abordagens mais comuns para a deteccao de fake news envolvem técnicas de
aprendizado de maquina cléssicas, como SVM e Random Forest, bem como métodos
de deep learning, incluindo LSTM e CNN. Embora SILVA et al.| (2020) tenha ob-
servado que abordagens simples, como Bag-of-Words e TF-IDF, apresentaram bons
resultados, estudos mais recentes indicam que modelos baseados em transformers,
como BERT, tém se destacado. Esses modelos se beneficiam de sua capacidade
de capturar informacgoes contextuais de forma mais eficaz, superando métodos mais

simples em tarefas complexas de andlise de texto, como a deteccao de fake news
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(ALGHAMDI et al., |2023; (WU e WANG, 2021]).

Além disso, as técnicas de NLP, como a tokenizacao e a remogao de stopwords,
continuam sendo fundamentais, mas a integracao de modelos pré-treinados, como
BERT, tem se mostrado particularmente poderosa. Modelos como o BERT, ao
serem ajustados para tarefas especificas, como a deteccao de fake news, sao capazes
de entender o contexto e as relagoes semanticas entre palavras de maneira mais
profunda, o que os torna mais eficientes em comparacao com abordagens tradicionais
(REZAEI et al, 2023).

O uso de modelos de deep learning, especialmente aqueles baseados em transfor-
mers, continua sendo a abordagem mais promissora, alcancando altas taxas de pre-
cisao e Fl-score. A combinacao dessas técnicas avangadas com métodos de ensemble
learning, como demonstrado por GUPTA et al.|(2024), mostra que a capacidade dos
transformers de lidar com grandes volumes de dados e entender nuances contextuais

faz deles uma escolha superior na deteccao de fake news.
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Tabela 2.1: Comparacao dos Trabalhos Relacionados

Trabalho Algoritmos Técnicas de pré- Datasets
processamento
PARIKH et all Sentiment Analysis NER, Stance De- FakeNewsNet, Poli-
(2019 tection tiFact, BuzzFeed
BAARIR e DJEF{ LSVM Sentiment Analy- Getting Real about
FAL sis, Remocdo de Fake News, All the
stopwords,  Stea- News
ming, TF-IDF

SILVA et all (2020)

WU e  WANG]

(2021)

MOURATIDIS
(2021)

BIRUNDA e DEVI
(2021)

SETIAWAN et al.

(2021)

GETHSIA e JU-
LIET

[SANDRILLA el

DEVI (2024)

ALGHAMDI et al.
(2023)

[GUPTA et all

(2024)

LR, SVM, RF, DT,

NB

CNN, LR

NB, RF, SVM,
LR, Deep Learning
(SMOTE)

SVM, KNN, NB,
LR, RF, AdaBoos-
ting, DT, Gradient-
Boosting

SVM

LSTM, PCA

Random
SVM, Decision
Tree, LightGBM,
XGBoost

Forest,

Naive Bayes, Re-
gressdo  Logistica,
SVM, Decision
Tree

Random Forest,
Regressao  Logis-
tica, J48, NB-tree
BERTBASE,
BERT-
BASE+CNN,
LSTM, BiGRU,
RoBERTa, CT-
BERT

Random Forest,
Naive Bayes,
BiLSTM

BoW, Word2Vec,
FastText, Features
Linguisticas
TF-IDF, N-GRAM,
WORD2VEC,
Anélise de
sociais
Features Linguisti-
cas

redes

tokenization,
stopwords, lowe-
casing,  Remocao
de pontuacao, TF-
IDF, Credibilidade
do autor

TF-IDF, BOW, N-
GRAM

doc2vec

Anélise de seme-
lhancas semanticas,
pontuagdo seman-
tica, nimero de ca-
racteres, palavras,
sentengas, palavras
em maitsculas, mé-
dia de caracteres
por palavra, pala-
vras por sentenca
Tokenizagao,
remocao de pontu-
acao, remocao de
stopwords, Bag-of-
Words, n-grams,
TF-IDF

Bagging, Boosting,
Stacking, Votagao

Tokenizagcao,
embedding de pa-
lavras com BERT,
fine-tuning

Extracao de carac-
teristicas semanti-
cas de AMR, redes
n%ais avancadas

FakeBr. Corpus

FakeNewsNet

LIAR

Coletado de El (Nao
especificado)

Dataset tnico cole-
tado pelos pesqui-
sadores

COVID-19

Politifact

Nao especificado

Redes sociais, con-
tetdos politicos

Conjunto de dados
sobre COVID-19

FauxNSA, Co-
vid19-FND, KFN




Capitulo 3

Large Language Models com

Arquitetura Transformer

Modelos de linguagem sao algoritmos treinados para prever a préxima palavra em
uma sequéncia de texto, baseando-se no contexto fornecido pelas palavras anteriores.
Eles constituem a base para diversas tarefas de processamento de linguagem natural
(NLP), como tradugdo automatica, sumarizacao, resposta a perguntas e geragao de
texto. Tradicionalmente, esses modelos possuiam um niimero relativamente limitado
de parametros e eram treinados em conjuntos de dados especificos, o que restringia
sua capacidade de generalizacao e compreensao de contextos complexos.

Com o avango da capacidade computacional e a disponibilidade de grandes volu-
mes de dados textuais, emergiram os Large Language Models (LLMs), como GPT-3
(BROWN et al., 2020), PaLM (CHOWDHERY et al., 2022), LLaMA (TOUVRON
et all, |2023) e outros. Esses modelos sao caracterizados por possuirem bilhoes ou
até trilhoes de parametros e por serem treinados em grandes corpora heterogéneos,
o que os capacita a lidar com uma ampla gama de tarefas sem necessidade de ajuste
fino para cada aplicacao especifica.

A principal diferenca entre os LLMs e os modelos de linguagem tradicionais reside
na escala e na capacidade emergente dos primeiros. Enquanto modelos menores
exigem treinamento supervisionado para desempenhar tarefas especificas, os LLMs
sao capazes de realizar tarefas complexas por meio de prompting — ou seja, a simples
formulagdo de uma instrucdo textual é suficiente para induzir o comportamento
desejado.

No processo de geracao de texto, os LLMs operam de forma autoregressiva. Isso
significa que, dada uma sequéncia inicial de palavras (o prompt), o modelo prediz
a proxima palavra com base em probabilidades condicionais aprendidas durante o
treinamento. Em seguida, essa nova palavra é incorporada ao contexto, e o processo é
repetido até que o modelo atinja um critério de parada, como um niimero maximo de

tokens ou um simbolo especial de término. Esse mecanismo possibilita a produgao de
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textos coerentes, contextualmente relevantes e muitas vezes indistinguiveis daqueles
escritos por humanos.

LLMs também apresentam capacidades emergentes, como raciocinio légico, com-
preensao semantica profunda e geragao criativa, que nao estavam presentes em mo-
delos menores. Tais capacidades sdo, em grande parte, produto da escala de parame-
tros e da diversidade dos dados utilizados no treinamento, o que confere aos LLMs

uma versatilidade inédita no campo da inteligéncia artificial aplicada a linguagem.

3.1 Embeddings

Embeddings sao representacoes vetoriais densas de dados, que permitem a trans-
formagao de entradas discretas e de alta dimensionalidade (como palavras ou frases)
em vetores de niimeros reais com menor dimensionalidade. Esses vetores capturam
caracteristicas semanticas e sintaticas das entradas, sendo titeis como representagao
interna em modelos de linguagem. A proximidade entre vetores reflete similaridade
semantica entre as entradas.

Para ilustrar o conceito de embeddings, considere o seguinte exemplo simples.

Suponha que temos um pequeno corpus de frases:

o O gato esta no tapete.
o O cachorro esta no jardim.

» O gato e o cachorro sao amigos.

Utilizando uma técnica de geragao de embeddings como o Word2Vec (MIKOLOV
et al), 2013a)), é possivel gerar os seguintes vetores de dimensao 4 para algumas das

palavras:

gato: [0.12, 0.43, 0.67, 0.89]

e cachorro: [0.15, 0.40, 0.65, 0.88]

tapete: [0.90, 0.15, 0.35, 0.42]

jardim: [0.52, 0.33, 0.33, 0.97]

A similaridade semantica entre os vetores pode ser mensurada com a similaridade
de cosseno. Calculando o cosseno do angulo entre o vetor da palavra gato e os

demais, temos os seguintes resultados:

» Similaridade entre gato e cachorro: 0,9994
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« Similaridade entre gato e tapete: 0,6117
o Similaridade entre gato e jardim: (0,8982

Como mostra a Figura (3.1, apds a reducao de dimensionalidade usando PCA
(Principal Component Analysis), é possivel observar graficamente a maior proxi-
midade entre os vetores de gato e cachorro, o que indica sua maior similaridade

semantica em comparagao com as demais palavras.

Visualizagéo 2D dos Embeddings via PCA
jardim
gato
cachorro
x tapete
jardim

0.25

X

0.20

0.15
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Componente Principal 2

0.00

—0.05
cachorro

g3to

tapet
—0.10 xapee

-0.4 -0.2 0.0 0.2 0.4 0.6
Componente Principal 1

Figura 3.1: Visualizacdo dos embeddings usando PCA. Vetores semanticamente
semelhantes estao mais proximos.

3.1.1 Arquitetura Transformer

A arquitetura Transformer, proposta por VASWANI et al.| (2017a), representa
uma mudanca de paradigma no campo de modelos de sequéncia, substituindo os
tradicionais mecanismos recorrentes por camadas totalmente baseadas em atencao.
Essa abordagem tem se mostrado altamente eficaz em diversas tarefas de NLP, como

traducao automatica, resumo de texto e geragao de linguagem.

Camadas encoder-decoder

O Transformer é composto por duas estruturas principais: o encoder e o decoder.
Ambas sao formadas por empilhamentos de camadas que combinam mecanismos de
atencao com redes neurais feed-forward.

O encoder recebe como entrada uma sequéncia de embeddings posicionais, que
combinam informacoes semanticas e posicionais de cada token da entrada. Cada
camada do encoder contém duas subcamadas principais: um mecanismo de auto-
atencdo multi-cabeca e uma rede feed-forward totalmente conectada. Cada uma
dessas subcamadas é seguida por uma normalizacao de camada (layer normalization)

e um atalho residual (residual connection).
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O decoder também ¢é composto por miiltiplas camadas, e cada camada inclui
trés subcomponentes: uma camada de auto-atencao (com masking para impedir
a atencdo em posi¢oes futuras durante o treinamento), uma camada de atencao
sobre a saida do encoder (também conhecida como atengao cruzada), e uma rede
feed-forward. Assim como no encoder, cada subcomponente é seguido por conexoes
residuais e normalizacao.

Essa arquitetura permite que o modelo processe toda a sequéncia em paralelo,
ao contrario das RNNs, e com uma capacidade superior de modelar dependéncias

de longo alcance.

Qutput
Probabilities

Multi-Head
Attention

Add & Morm

Nx

Masked
Multi-Head
Attention

Multi-Head
Attention

L - L
. o L —
F’ositio.nal ®—G As Paositional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Figura 3.2: Arquitetura completa do modelo Transformer, composta por multiplas
camadas encoder e decoder (VASWANT et al., 2017).

Mecanismo de auto-atencgao

O mecanismo de autoatengdo (self-attention) é um componente central da arqui-
tetura Transformer e permite que o modelo avalie a importancia relativa de cada
palavra em uma sequéncia com relacao as demais. Isso ¢ essencial para capturar
relagoes contextuais entre palavras, independentemente da sua posicao.

O funcionamento da autoatencao é baseado em trés vetores associados a cada
palavra da sequéncia: Query (Q), Key (K) e Value (V). Esses vetores sdo obtidos
a partir dos embeddings de entrada por meio de multiplicagoes com matrizes de
pesos aprendidas durante o treinamento.

Intuitivamente, podemos entender esse mecanismo como uma busca por infor-
magoes relevantes. Cada palavra na frase formula uma consulta (Query), que é

comparada as chaves (Keys) de todas as palavras, para avaliar a relevincia dos
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seus respectivos contetdos (Values). A atencao final é uma média ponderada dos
conteidos com base nessas similaridades.

A equacao basica da autoatencao é dada por:

: QKT
Attention(Q, K, V) = softmax Vv (3.1)
Vdy

Onde @), K e V sao as matrizes das queries, keys e values, e dj é a dimensiona-

lidade das keys, usada para normalizacao.

Exemplo:
Considere a frase a seguir: “a gata branca pulou”. Suponha que cada palavra
seja representada por um vetor de dimensdo 3. A matriz de embeddings X € R**3

correspondente a frase seria:

a  — [02 01 0.3
t 4 0. .
v | sata — 0.4 0.6 0.5] (32)
branca — [0.6 0.5 0.4]
pulou — [0.3 0.8 0.2]

Cada linha da matriz representa o vetor de embedding de uma palavra da frase
na ordem em que aparecem.

A partir desta matriz, sdo calculadas as matrizes Q = XW®, K = XWX e
V = XWV utilizando pesos aprendidos W, WX WV ¢ R33. As pontuacdes de
atencdo sao obtidas pelo produto escalar entre Q e KT, seguido de uma normalizacdo

com a funcao softmax.

Tabela 3.1: Matriz de atencao palavra a palavra

a gata branca pulou

a 0.1 0.3 0.3 0.3
gata 0.2 0.2 0.5 0.1
branca 0.1 0.2 0.6 0.1
pulou 0.05 0.15 0.3 0.5

Cada linha representa a distribuicao de atencdo de uma palavra sobre todas as
outras da frase. Por exemplo, a linha da palavra gata mostra que ela da maior
peso a palavra branca (0.5), o que é coerente com o fato de que juntas formam uma
expressao semantica coesa: gata branca. Ja a palavra pulou da mais atengao a si
mesma, mas também considera parcialmente a palavra anterior branca, indicando
dependéncia contextual. Esse mecanismo permite que o modelo construa represen-

tagoes enriquecidas, considerando como cada palavra interage com o restante da
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frase.

Por exemplo, suponha que a palavra “gata” tenha uma alta atencdo em relagao
a palavra “branca”. Nesse caso, a nova representacao vetorial de “gata” resultante
da autoatencgao sera fortemente influenciada pelo vetor de “branca”, incorporando
informagoes semanticas associadas a cor ou descricao do substantivo. De forma
semelhante, a palavra “pulou” pode receber atencao de “gata”, indicando a relagao
sujeito-verbo. Esse processo ocorre para cada palavra na sequéncia, produzindo
representacoes contextualizadas que refletem as relagoes internas entre os termos da
sentenca.

Na pratica, diferentes relagoes linguisticas podem ser relevantes ao mesmo tempo;
como relagoes de concordancia, dependéncia sintatica ou similaridade semantica.
Para capturar essas miltiplas perspectivas de forma eficiente, o Transformer adota
o mecanismo de multi-headed attention. Em vez de aplicar uma tnica funcio de
atencgao, o modelo utiliza diversas “cabegas” (heads) de atengdo em paralelo, onde
cada uma aprende a focar em um aspecto distinto da estrutura da frase.

No caso da frase “a gata branca pulou”, uma cabeca pode aprender a associar
“gata” com “branca” (descri¢ao), enquanto outra pode conectar “gata” com “pulou”
(relagao sujeito-verbo), e ainda outra pode focar no artigo “a” para marcar o inicio
da sentenca. Cada cabeca de atengao possui seus préprios parametros e projeta a
entrada em subespacos distintos. Os resultados dessas atengoes paralelas sao entao
concatenados e projetados novamente ao espaco original por meio de uma camada
linear, enriquecendo a representacao contextual de cada palavra como na figura|3.3|
Isso permite que o modelo aprenda e integre informacoes de diferentes perspectivas

simultaneamente, aumentando a riqueza das representacoes contextuais.

Multi-Head Attention

!

- Scalech.}t-Prod.K:‘t
Attantion
[ N — 1

I Linear I}l Linear l]l Linear ']‘

[ 1]

v K Q

Figura 3.3: Diagrama do mecanismo de multi-headed attention. Cada cabeca de
atencao foca em diferentes aspectos da sentenca, permitindo uma representacao rica
e multi-dimensional das palavras.
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3.2 Engenharia de Prompt

A engenharia de prompt é o processo de criagao, refinamento e otimizacao de
instrugoes fornecidas a modelos de linguagem, com o objetivo de extrair respostas
mais precisas, relevantes e coerentes. Essa pratica tem se tornado cada vez mais es-
sencial a medida que os modelos evoluem e sao aplicados em contextos mais diversos
e exigentes. De fato, a prompt engineering tem emergido como um pilar central nas
interagoes entre humanos e modelos de linguagem (Mesko, 2023; White et al., 2023,
conforme citado em (LAZOVSKY et al., [2025))).

Segundo Ekin (EKIN| 2023), a engenharia de prompt é uma habilidade critica
para explorar o potencial completo de LLMs. Prompts bem elaborados sao capa-
zes de guiar o modelo para compreender com maior clareza a intengao do usuario,
resultando em interacoes mais eficazes e tteis.

Os prompts funcionam como o principal meio de comunicacao entre o usuario e
o modelo. A forma como uma instrugao é formulada pode influenciar diretamente
na resposta gerada. Por exemplo, prompts mais especificos tendem a gerar respostas

mais focadas, como demonstrado nos exemplos abaixo:

e Prompt genérico: "Escreva um poema.”
« Resposta:

No siléncio da noite,
A lua solitaria levanta voo,
Seus raios prateados acariciam a terra,

Um toque suave de uma mao celestial.

e Prompt especifico: "Escreva um haicai sobre a mudanca das estacoes.”

 Resposta:

Folhas caem no outono,
Sopro gelado do inverno,
brotos da primavera,

Sol do verdo brilha.

Esse exemplo ilustra a importancia da clareza e especificidade na construcao dos
prompts, permitindo ao modelo gerar saidas mais alinhadas com os objetivos do

usuario.
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3.2.1 Fatores que influenciam a formulacao de prompts

A escolha do prompt ideal depende de multiplos fatores:

« Intencao do usuario: compreender o objetivo da tarefa (ex: responder, gerar

contetido ou resolver um problema).

e Compreensao do modelo: ter ciéncia das capacidades e limitagoes do

ChatGPT para evitar falhas comuns.

« Dominio da aplicagao: utilizar vocabulario e contexto especifico para guiar

o modelo.

o Clareza e especificidade: evitar ambiguidade com instrucgoes claras e bem
definidas.

o Restrigoes desejadas: como tamanho da resposta, formato ou estrutura.

Esses elementos contribuem para uma comunicacao mais efetiva com o modelo

e aumentam a precisao das respostas.

3.2.2 Técnicas para melhorar prompts

Diferentes abordagens podem ser usadas para aumentar a efetividade dos
prompts:
Instrucgoes claras e especificas

Prompts especificos tendem a gerar respostas mais relevantes. Por exemplo, ao
invés de pedir apenas “explique o sistema solar”, especificar a ordem dos planetas

ou o tipo de informacao desejada gera respostas mais focadas.

Uso de restrigoes explicitas

Definir limitagoes, como nimero de frases ou formato, ajuda o modelo a es-
truturar melhor a resposta, especialmente quando se deseja concisao, estrutura ou

aderéncia a requisitos formais.

Insercao de contexto e exemplos

Adicionar contexto ou exemplos dentro do prompt fornece referéncias para o mo-
delo, o que ¢ 1til especialmente em dominios técnicos ou quando se busca respostas

ilustrativas.
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Estimulo ao raciocinio analitico

Diferenciar perguntas simples (fato direto) de perguntas que exigem andlise e
julgamento pode alterar a forma como o modelo responde. Perguntas mais analiticas

incentivam respostas mais reflexivas e estruturadas.

Controle da verbosidade

E possivel controlar o nivel de detalhamento das respostas por meio de instrucoes
explicitas no prompt, como pedir um resumo ou uma explicacao detalhada. Isso

ajuda a alinhar a resposta com a necessidade do usuéario.

3.3 Técnicas de Engenharia de Prompts

O uso de modelos de linguagem de grande porte (LLMs) exige a aplicagao de
diferentes técnicas de engenharia de prompts para maximizar seu desempenho em
tarefas complexas. Abaixo estao algumas das principais abordagens descritas na

literatura recente.

1. Zero-shot Prompting (RADFORD et al) [2019)): permite que o modelo
realize tarefas inéditas sem fornecer exemplos prévios. A entrada consiste
apenas em uma instrucao bem elaborada, confiando no conhecimento prévio
do modelo para gerar a resposta. E util em cendrios com poucos dados ou

tarefas genéricas.

2. Few-shot Prompting (BROWN et all [2020): oferece ao modelo alguns
exemplos de entrada e saida dentro do prompt, permitindo que ele infira o pa-
drao desejado. Essa técnica melhora o desempenho em tarefas complexas, mas
depende da escolha e formatacao adequadas dos exemplos, além de consumir

mais tokens.

3. Chain-of-Thought (CoT) Prompting (WEI et al., 2022): introduz cadeias
de raciocinio passo a passo dentro do prompt, incentivando o modelo a seguir
um processo loégico antes de apresentar a resposta final. Essa técnica mostrou
ganhos expressivos em tarefas que exigem raciocinio matematico ou de senso

comuin.

4. Auto-CoT Prompting (ZHANG et all 2022): automatiza a geragao de
cadeias de raciocinio, eliminando a necessidade de exemplos manuais. Utiliza
o padrao “vamos pensar passo a passo’ e gera miultiplas cadeias diversas,

melhorando a robustez e a performance em tarefas simbdlicas e aritméticas.
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5. Self-Consistency (WANG et al.,[2022): estratégia de decodificagdo que com-
plementa o CoT. Em vez de escolher apenas uma cadeia de raciocinio, amostras
multiplas sao geradas e a resposta mais consistente entre elas ¢ escolhida. Isso

resulta em melhorias significativas de acuracia em diversos benchmarks.

6. Retrieval-Augmented Generation (RAG) (LEWIS et al., [2020)): técnica
que incorpora recuperacao de informacoes externas ao processo de prompting.
A entrada do usuario é transformada em uma consulta, que busca informa-
¢oes relevantes em uma base de conhecimento. Esses trechos recuperados sao
adicionados ao prompt, enriquecendo o contexto e permitindo respostas mais
precisas e atualizadas. RAG se mostrou eficaz em tarefas que exigem conhe-

cimento factual, superando abordagens baseadas apenas em modelos seq2seq.

Além das técnicas mencionadas, em uma pesquisa realizada em fevereiro de 2024,
mais de 29 técnicas de prompts distintas foram categorizadas, conforme a Figura [3.4]
extraida do estudo sistematico de (SAHOO et all, [2024). Essa classificacdo inclui
variacoes de prompting voltadas a generalizagao, raciocinio légico e reducgao de aluci-

nacoes, evidenciando a diversidade e sofisticacao das estratégias aplicadas em LLMs.
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_[ o, DT ol D H} Zero-shot Prompting [Radford er al., 2019] ]

Lramning|§o.1 Few-shot Prompting [Brown et al., 2020] )

- Chain-of-Thought (CoT) Prompting [Wei er al, 2022] |

- Automatic Chain-of-Thought (Auto-CoT) [Zhang et al., 2022] |

H Self-Consistency [Wang ef al., 2022] )

{_ Logical CoT (LogiCoT) Prompting [Zhao et al., 2023] |

H Chain-of-Symbel (CoS) Prompting [Hu ef al., 2023] )

L Heasoning and Logic 322 ]--[ Tree-of-Thoughts (ToT) Prompting [Yao ef al, 2023) |

H{ Graph-of-Thought (GoT) Prompting [Yao e al, 2023b] |

-( System 2 Attention Prompting [Weston and Sukhbaatar, 2023] |

{ Thread of Thought (ThoT) Prompting [Zhou ef al., 2023] |

= Chain of Table Prompting [Wang et al., 2024] )

 Retrieval Augmented Generation (RAG) [Lewis et al,, 2020] |

H ReAct Prompting [Yao et al., 2022 )

_[ Reduce Hallucination §2.3 ]--[ Chain-of-Verification (CoVe) [Dhuliawala et al., 2023] ]

(  Prompt Engineering | H Chain-of-Note (CoN) Prompting [Yu ef al., 2023 )

L{__ Chain-of-Knowledge (CoK) Prompting [Li er al., 2023d] |

_—[ Active-Prompt [Diao et al., 2023] )

_—[ A tic Prompt Engineer (APE) [Zhou et al,, 20221

Knowledge-Based Reasoning and Automatic Reasoning

Generation§2.6 H and Tool-use (ART) [Paranjape et al., 2023] }

{ Improving Consistency H Contrastive Chain-of-Thought J
and Coherence §2.7 Prompting (CCoT) [Chia et al., 2023]

_—[ Emotion Prompting [Li ef al., 2023al ]

Scratchpad Prompting [Nye et al., 2021] )

Program of Thoughts (PoT) Prompting [Chen er ak, 2022] |

{_ Code Generation and Execution §2.9 Structured Chain-of-Thought ]
(SCoT) Prompting [Li ef al, 2023c]

Chain of Code (CoC) Prompting [Li ef al., 2023b] )

-[ Optimization and Efficiency §2.10 ]—[ Optimization by Prompting [Yang ef al., 2023] ]

_—[ Rephrase and Respond (RaR) Prompting [Deng f al, 2023] |

H{m ition and Self-Reflection §2.12 | Take a Step Back Prompting [Zheng ef al., 2023] )

Figura 3.4: Categorias e técnicas de engenharia de prompts para LLMs. Adaptado
de (SAHOO et al., 2024).

3.3.1 Zero-Shot Prompting

A técnica de zero-shot prompting (RADFORD et al), [2019) consiste em ins-

truir o modelo de linguagem sem fornecer exemplos explicitos da tarefa. O prompt

apresenta apenas uma descri¢ao clara da acao desejada, permitindo que o modelo
utilize seu conhecimento prévio para gerar a resposta apropriada. Segue abaixo um

exemplo da aplicacao da técnica zero-shot em um problema de sumarizacgao.

Prompt:

Resuma a seguinte frase: "0 projeto foi
desenvolvido por uma equipe interdisciplinar ao
longo de seis meses, com foco em acessibilidade e

sustentabilidade."
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Resposta esperada do modelo:

Resumo: "Projeto de seis meses com foco em
acessibilidade e sustentabilidade, feito por

equipe interdisciplinar."

Esse método é 1util para tarefas simples ou quando se deseja uma abordagem

direta, sem necessidade de contextualizagdo adicional por meio de exemplos.

3.3.2 Few-Shot Prompting

Na técnica de few-shot prompting (BROWN et al. 2020), o modelo recebe alguns
exemplos de entrada e saida diretamente no prompt. Esses exemplos servem como
guia, ajudando o modelo a identificar padroes e replica-los na proxima tarefa soli-
citada. E especialmente eficaz para tarefas que requerem interpretacio de contexto
ou aplicacao de regras especificas. Segue abaixo um exemplo da aplica¢ao da técnica

zero-shot em um problema de classificacao.

Prompt:

Classifique o sentimento das frases abaixo:

Frase: "Estou muito feliz com o

resultado."Sentimento: Positivo

Frase: "0 atendimento foi lento e

ineficiente."Sentimento: Negativo

Frase: "O produto chegou no prazo, mas veio com

defeito."Sentimento:
Resposta esperada do modelo:

Negativo

Ao incluir exemplos explicitos, o few-shot prompting permite instrucoes mais

detalhadas, promovendo maior precisao em tarefas mais complexas ou ambiguas.

3.3.3 Prompt Priming

A técnica de prompt priming (MURRAY], [2024)) envolve a inclusdo de contexto
adicional no prompt, como defini¢oes ou explicagoes, para orientar o modelo e me-
lhorar sua compreensao sobre a tarefa. Essa técnica pode ser usada para fornecer
ao modelo informagcoes prévias sobre o que é relevante para a tarefa, o que, por sua

vez, ajuda a aumentar a precisao e a consisténcia das respostas geradas.
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Prompt:

Fake news s&o informagdes falsas ou enganosas
divulgadas intencionalmente para enganar. Sua
tarefa & classificar as frases abaixo como Fake ou

Verdadeira.

Frase: "Vacina contra Covid-19 altera DNA humano

permanentemente. "Classificacgéo:
Resposta esperada do modelo:

Fake

Ao incluir uma definicdo no inicio do prompt, o prompt priming assegura que
o modelo tenha uma compreensao adequada do conceito-chave, como a defini¢dao
de fake news, antes de realizar a tarefa. Isso resulta em uma maior precisao nas

respostas do modelo.

3.3.4 Output Constraint

A técnica de output constraint (LIU et al., 2024)) refere-se a imposi¢ao de restri-
¢oes explicitas sobre o tipo e formato da saida do modelo. Isso pode ser feito por
meio de instrugoes que limitam a resposta do modelo a um tipo especifico, como

uma classificagao binaria, evitando assim a geracao de texto irrelevante ou excessivo.

Prompt:

Classifique a frase abaixo como Fake ou

Verdadeira.

Frase: "Vacina contra Covid-19 altera DNA humano

permanentemente. "

Retorne apenas a classificacgdo.
Resposta esperada do modelo:

Fake
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Capitulo 4
Metodologia

Esta dissertacao adota uma metodologia estruturada que seré detalhada ao longo
deste capitulo. Inicialmente, apresenta-se o processo de trabalho por meio de um
modelo BPMN que ilustra as etapas principais da pesquisa. Em seguida, define-
se o cenario do estudo e a tarefa especifica a ser realizada, para entao levantar
0S recursos necessarios e apresentar as bases de dados utilizadas na avaliagdo. O
capitulo também aborda a elaboracao dos prompts para interacdo com os modelos
de linguagem, a implementacao do sistema incluindo a especificacao do algoritmo e
as métricas de avaliagdo, e, por fim, detalha a selecdo dos modelos de linguagem de
grande porte (LLMs) e a aplicacdo da técnica de fine-tuning para aprimoramento
dos resultados. As secoes subsequentes descrevem, assim, de forma organizada e

detalhada, cada componente da metodologia empregada nesta pesquisa.

4.1 Processo de Trabalho

Na figura 4.1 podemos ver um diagrama BPMN (ROSING et all, 2015) da
metodologia proposta. A metodologia foi inspirada no trabalho de JUNIOR (2024)),
com algumas adaptagoes em algumas etapas, como, por exemplo, no fine-tuning que
nao existia e na definicao da base de dados, onde escolhemos mais de uma base para
melhor atender aos requisitos da pesquisa.

O processo inicia-se com a criacao de um diagrama BPMN da prépria meto-
dologia, como forma de estruturar visualmente o fluxo de trabalho. Em seguida,
realiza-se a definicdo do cendrio, que inclui a analise do contexto, a identificacdo das
partes interessadas, a definicao dos objetivos de negocio e das métricas de sucesso.

Com o cenario bem delimitado, passa-se para a determinacao da tarefa, ou seja,
a especificacao clara do problema que serd abordado. Apds isso, realiza-se o levan-
tamento dos recursos disponiveis, como equipe, infraestrutura e ferramentas.

A préxima etapa é a definicao da base de dados, que inclui a busca por bases

existentes, avaliacao quanto a qualidade e relevancia, verificacao da viabilidade de
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uso (considerando aspectos técnicos e legais), e, se necessario, adaptagao dos dados
ao contexto da tarefa. Diferente da metodologia original, optamos por utilizar mais
de uma base de dados para garantir uma cobertura mais ampla e robusta para a
tarefa de deteccao de fake news.

Uma vez definida a base de dados, o proximo passo é elaborar os prompts, que
servirao como instrugoes ou estimulos para os modelos de linguagem. Em seguida,
passa-se a definicdo da implementacao, onde se estabelece como o sistema sera cons-
truido ou testado, incluindo arquiteturas e fluxos de execucao.

Com a implementacao delineada, sao selecionados os LLMs candidatos, levando
em consideracao fatores como desempenho, custo e compatibilidade com a tarefa.
Finalmente, realiza-se o fine-tuning, que inclui a avaliacao do or¢camento disponivel,
a selecao das bases de dados para o ajuste fino, a escolha dos modelos que serdao
ajustados e a andlise da relacao entre custo e ganho de desempenho para decidir a

viabilidade do processo.
Determinar Levantar Definir Base de Definir Selecionar
Definir Cenario Tarefa Recursos Dados Implementa;:ao LLMs

Elaborar
Prompts

H

Selecionar
Modelo

Executar

Modelos Avaliar Modelos

Figura 4.1: Diagrama BPMN do processo. O simbolo de + significa um subprocesso.

Nas proximas secoes, detalharemos a metodologia aplicada em cada etapa do
experimento, descrevendo suas respectivas entradas, saidas e decisdes envolvidas.
Considerando os objetivos deste trabalho, daremos énfase especial as etapas desta-
cadas no diagrama, por serem mais relevantes para os resultados esperados e para

a avaliacao da proposta.

4.2 Definicao do Cenario

Nesta etapa, busca-se estabelecer o cenario do experimento, fornecendo o con-
texto necessario para compreender o problema abordado e a aplicabilidade das so-
lugbes propostas. A definicao clara do cenério contribui para alinhar os objetivos
técnicos e cientificos as necessidades associadas ao combate a desinformacao.

Seguindo a estrutura metodolégica adaptada de (JUNIOR, 2024)), a construcao

do cenario envolve a identificacdo dos seguintes elementos principais:
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o Contexto: descricio do ambiente no qual a solucao sera aplicada, conside-
rando o ecossistema de circulacao de informacoes online, redes sociais, portais
de noticias e outros meios digitais, onde a disseminacao de noticias falsas re-

presenta um problema relevante.

e Problema: propagacao de fake news e a dificuldade em identificar automa-
ticamente conteidos falsos, o que pode impactar negativamente a sociedade,

influenciando opinides, decisoes e até processos democraticos.

e Objetivos: desenvolver e avaliar um modelo capaz de detectar noticias falsas
com alta efetividade, contribuindo para a mitigacdo da desinformagao. Este
objetivo é de natureza cientifica e social, buscando avangos na area de proces-
samento de linguagem natural e aprendizado de maquina aplicados a detecgao

de fake news.

o Métricas de Avaliagao: serao utilizados critérios amplamente aceitos na
literatura de aprendizado de maquina e NLP, como acuracia, precisao, recall

e Fl-score, para mensurar o desempenho dos modelos propostos.

Diferentemente de cendrios empresariais, este trabalho nao adota abordagens
como a metodologia IRACIS, uma vez que nao se trata de uma aplicagdo orientada
a negbcios. O foco aqui estd no desenvolvimento cientifico e tecnologico, visando ofe-
recer ferramentas que possam ser aplicadas por pesquisadores, plataformas digitais

ou organizagoes que atuam no combate a desinformacao.

4.3 Definicao da Tarefa

Nesta etapa, busca-se especificar claramente a tarefa a ser executada e os subob-
jetivos da pesquisa no contexto da deteccao de fake news. A definicao precisa da
tarefa deve ser realizada com base na compreensao do cenario previamente estabe-
lecido.

Deve-se identificar os subproblemas e as tarefas especificas relacionadas a detec-
¢ao de fake news, com cada problema claramente definido em termos de saida e tipo
de tarefa, conforme ilustrado na tabela Isso permitira que a solugao seja com-
posta por uma ou multiplas subtarefas, cada uma destinada a abordar uma parte

do problema de maneira eficaz e alinhada aos objetivos da pesquisa.

Tarefa Saida
Classificacao de Fake News Fake, Nao Fake
Analise de Sentimentos Positivo, Negativo, Neutro

Tabela 4.1: Saidas em tarefas especificas de IA para deteccao de fake news
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4.4 Levantamento de Recursos

Nesta etapa, busca-se identificar e assegurar todos os recursos necessarios para
a pesquisa, garantindo que se disponha de todos os elementos essenciais para sua
execucao. Primeiramente, avaliam-se os recursos computacionais, considerando a
necessidade de servidores, unidades de processamento gréafico (Graphics Processing
Unit - GPU) especializadas e infraestrutura de armazenamento adequada para su-
portar tanto o treinamento quanto a inferéncia dos modelos. A escolha de provedores
de nuvem, como AWSH, Google CloudE] ou Azurelz_;], pode ser considerada para garan-
tir escalabilidade e flexibilidade.

Além disso, identificam-se os recursos humanos necessarios, como cientistas de
dados, desenvolvedores e analistas de negbcios, entre outros. Define-se o papel de
cada membro da equipe, assegurando que todas as competéncias essenciais este-
jam cobertas. Custos como salarios, hardware e licenciamento de software também

devem ser considerados nessa etapa.

4.5 Definicao da Base de Dados

Nesta etapa busca-se definir uma ou mais bases de teste para uso na solugao.
Neste trabalho utilizamos o mesmo processo sistematico e iterativo utilizado no tra-
balho de (J UNIOR, 2024)), ilustrado pelo diagrama que visa assegurar a escolha

de bases de dados que atendam aos requisitos do experimento.

Figura 4.2: Diagrama de Processo de definicao de base de dados

O primeiro passo nesta etapa é especificar os requisitos dos dados, definindo
claramente os critérios e necessidades do experimento. Esses requisitos incluem
caracteristicas como o formato dos dados, o volume necessario, a qualidade esperada
e a relevancia para a tarefa que o modelo de linguagem (LLM) devera desempenhar.
Uma vez definidos os requisitos, passa-se a escolha da estratégia de obtencao dos
dados. Essa estratégia pode seguir dois caminhos principais: a criagdo de uma base

de dados prépria ou a busca por bases externas.

Ihttps://aws.amazon.com/
’https://cloud.google.com/
3https://azure.microsoft.com/
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Se optar pela criacdo de uma base propria, os dados sao coletados, organizados
e rotulados de acordo com os critérios estabelecidos. Para conjuntos de dados nao
rotulados, o uso de crowdsourcing para rotulagem é uma alternativa viavel (WELD
et all,2021;[ZHANG et al. 2018). Além disso, técnicas de data augmentation podem
ser aplicadas para aumentar a diversidade do conjunto de treinamento, melhorando
o desempenho dos modelos sem necessidade de coletar mais dados (DING et al.l
2024)). Essas técnicas permitem gerar novas amostras de forma sintética, reduzindo
o custo e o esforco envolvidos na coleta.

Por outro lado, se a estratégia adotada for a busca por bases externas, plata-
formas como Kaggldﬂ, UC Irvine Machine Learning Repositor e Google Dataset
Search Engineﬁ podem ser utilizadas para localizar bases que atendam aos critérios
definidos. Ao selecionar uma base externa, é necessario adapta-la ao contexto do
experimento, o que pode incluir transformagoes de formato, normalizagao dos dados
e adi¢ao de anotacoes especificas.

A tabela apresenta exemplos de entradas e rotulos de algumas tarefas de uso
final.

Tarefa Entrada Roétulo
Classificagao de Vacina altera DNA Fake
Fake News humano permanentemente
Analise de AGI esta cada vez mais Positivo,
Sentimentos proximo Negativo,
Neutro
Traducao de Thank you! Obrigado!
Textos

Tabela 4.2: Exemplos de Entradas e Rotulos de algumas tarefas de uso final

4.6 Definicao da Implementacao

Nesta etapa, visa-se estabelecer a execucao da tarefa proposta. Esta fase com-
preende duas subetapas: a especificacdo do algoritmo e a definicdo das métricas de
avaliacao. Durante esse processo, sao desenvolvidos os programas e scripts necessa-

rios, garantindo uma coleta de dados adequada para posterior analise.

4.6.1 Especificacao do Algoritmo

Nesta subetapa, determina-se a base tecnologica essencial para a implementagao

dos modelos, abrangendo a escolha de hardware, software e recursos computaci-

“https://wuw.kaggle.com/datasets
Shttps://archive.ics.uci.edu/
Shttps://datasetsearch.research.google.com/
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onais. Inicialmente, especifica-se a infraestrutura, que pode incluir servidores de
alto desempenho ou provedores de nuvem. Adicionalmente, configuram-se os am-
bientes de desenvolvimento e execugao, envolvendo frameworks e bibliotecas como
TensorFlowﬂ PyTorc, Hugging Face Transformersﬂ e SageMaker Python SD.

Nessa fase, também sao estabelecidos os parametros dos modelos, como a tem-
peratura, que deve ser ajustada de acordo com a natureza da tarefa. Em problemas
de classificacao, por exemplo, busca-se maior determinismo nos resultados, o que

geralmente implica em uma temperatura proxima de zero.

4.6.2 Definicao das Métricas de Avaliacao

Aqui, estabelecem-se critérios claros para mensurar o desempenho dos modelos
de linguagem natural implementados. As métricas de avaliagdo sdo fundamentais
para garantir que os modelos atendam aos objetivos estabelecidos. Em tarefas de
classificacdo, por exemplo, sdao frequentemente utilizadas métricas como precisao,
recall e Fl-score(KENT et al.,1955; VAN RIJSBERGEN] [1979), que proporcionam
uma analise quantitativa da eficicia do modelo, identificando pontos fortes e areas

que requerem melhorias.

4.7 Selecao de LLMs

A selecao dos modelos de linguagem (LLMs) a serem testados é um processo
critico que envolve multiplos critérios. Inicialmente, sao avaliados o desempenho
histérico dos modelos, a compatibilidade com a tarefa proposta, o custo de uso e
a disponibilidade. No entanto, para experimentos envolvendo modelos de grande
porte, é essencial considerar os recursos de hardware necessarios para sua execugao.

Modelos maiores, como os de bilhoes de parametros, geralmente exigem mais
memoria de GPU e capacidade de processamento, sendo comuns os casos em que
apenas uma GPU dedicada nao ¢é suficiente. Nesses cenarios, sao necessarios sistemas
com multiplas GPUs, o que eleva significativamente os custos operacionais. O custo
de aquisicado de hardware adequado, incluindo GPUs de alta performance, além do
consumo energético associado, deve ser avaliado.

Além disso, o tamanho da base de dados e a quantidade de prompts a serem
testados impactam diretamente o tempo de execucao dos experimentos. Grandes
volumes de dados podem inviabilizar a realizacao de testes completos em maquinas

locais, tornando necessario o uso de ambientes na nuvem, como Amazon SageMaker,

"https://www.tensorflow.org/
8https://pytorch.org/
9https://github.com/huggingface/transformers
Ohttps:/ /sagemaker.readthedocs.io/
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Google Cloud Platform ou Microsoft Azure. Cada uma dessas solugoes apresenta
uma estrutura de custos que deve ser considerada, variando conforme a configuragao
de hardware, tempo de uso e outros fatores especificos.

Dessa forma, a escolha dos modelos e o planejamento dos experimentos envolvem
nao apenas aspectos técnicos, mas também uma andlise cuidadosa de viabilidade
financeira e logistica, garantindo que os recursos disponiveis sejam adequados para

o alcance dos objetivos estabelecidos.

4.8 Elaboracao de Prompts

Nesta etapa busca-se elaborar os prompts para a tarefa definida, conforme figura
4.3. Utiliza-se a Engenharia de Prompt para elaborar prompts que maximizem o
potencial dos modelos(SHI et al., [2023).

Escolher
Estratégia de
Prompt

Elaborar
Prompt

Figura 4.3: Diagrama de Processo de definicao de prompts

Para a elaboracao dos prompts, é essencial analisar as técnicas e estruturas
definidas na literatura, como o Zero-Shot, o Few-Shot (BROWN et al., 2020)), e o
Chain of Thought (CoT) (WEI et all [2022)), Prompt Priming (MURRAY)| 2024)),
Output Constraint (LIU et al., 2024]) dentre outros.

Com a sele¢ao das técnicas a serem testadas, formulam-se e avaliam-se diferentes
tipos de prompts, ajustando-os conforme o feedback e os resultados obtidos. O ob-
jetivo é otimizar o desempenho do modelo, garantindo que ele atenda aos requisitos
da tarefa.

Devido a variedade de estratégias de prompt disponiveis, a experimentacao pode
ser realizada de forma interativa, utilizando trechos de texto da base e explorando
versdes de chat de LLMs, como o ChatGPT da OpenAl'|ou o Claudd™] Alterna-
tivamente, é possivel usar scripts locais com servicos como o Amazon SageMakerEgl
ou Amazon Bedroc7 especialmente para modelos que ndo possuem interfaces in-
terativas.

E comum que modelos de linguagem de cédigo aberto sejam lancados em pares,
apresentando uma versao base e uma versao instruida (instruct), como Llama-3-8b
e Llama-3-8b-Instruct, ou Gemma-2b e Gemma-2b-Instruct. Recomenda-se utili-

zar as versoes instruct durante a experimentacao, pois esses modelos sao treinados

HUnttps://chat.openai.com
Zhttps://claunde.ai/
3https://aws.amazon.com/pm/sagemaker/
https://aws.amazon.com/bedrock/
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para seguir instrucgoes, apresentando desempenho superior em tarefas especificas
(OUYANG et al., 2022). Para mais orientagoes, consulte o Prompting Guide{f_g] ea
documentagcio oficial da OpenAT™|

4.9 Fine-Tuning

Nessa etapa, serao selecionados alguns modelos de linguagem para a realizagao
do fine-tuning, com o objetivo de avaliar se é possivel obter uma performance su-
perior na tarefa proposta. O processo de fine-tuning envolve uma série de decisoes
criticas, comecando pela avaliagdo do orcamento disponivel. Inicialmente, é neces-
sario verificar os recursos financeiros e computacionais que podem ser alocados para
essa tarefa. Isso inclui considerar os custos diretos relacionados ao uso de infra-
estrutura de hardware, como servidores com GPUs de alta performance, além de
possiveis gastos com servicos em nuvem, onde o processamento pode ser realizado
de forma mais eficiente. A definicdo do orcamento é fundamental para garantir que
0 processo seja viavel e que os recursos nao sejam excedidos.

Em seguida, ocorre a escolha das bases de dados que serao utilizadas para o fine-
tuning. E essencial selecionar conjuntos de dados que sejam representativos da tarefa
e que contenham informagoes suficientes para permitir que o modelo aprenda os
padroes desejados. A qualidade dos dados impacta diretamente o desempenho final
do modelo. Portanto, é necessério realizar uma curadoria cuidadosa, garantindo que
os dados estejam limpos, balanceados e anotados corretamente, quando necessario.
Dependendo da tarefa, podem ser utilizados dados textuais especificos, como artigos,
conversas ou documentos técnicos, sempre alinhados ao dominio do problema.

Apos a definicao das bases de dados, é realizada a selecao dos modelos que pas-
sarao pelo processo de fine-tuning. Essa escolha é guiada por uma analise inicial de
desempenho, levando em consideragao os modelos que apresentam maior potencial
para aprimorar a tarefa proposta. Modelos maiores podem oferecer desempenho
superior, mas também exigem mais recursos computacionais. Além disso, é impor-
tante considerar que diferentes modelos processam os dados de maneira distinta.
Portanto, durante o fine-tuning, é necessario garantir que os dados sejam adaptados
ao formato de entrada esperado por cada modelo, evitando erros de processamento
e maximizando o aprendizado.

Finalmente, é realizada uma analise de viabilidade, onde sao comparados os
custos do fine-tuning com os possiveis ganhos de desempenho que podem ser alcan-
cados. Essa analise é essencial para garantir que o esforco e os recursos investidos

sejam justificados pelos resultados obtidos. Modelos que nao apresentam uma me-

Shttps://www.promptingguide.ai/
https://platform.openai.com/docs/guides/prompt-engineering
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lhoria significativa em relacao ao seu custo de ajuste podem ser descartados, per-
mitindo que os recursos sejam concentrados em op¢oes mais promissoras. A analise
de viabilidade também considera aspectos praticos, como o tempo necessario para
o fine-tuning, o impacto do aumento do tamanho do modelo no tempo de inferéncia
e os requisitos de armazenamento. Dessa forma, o processo é conduzido de maneira
racional e orientada a resultados, garantindo que os modelos selecionados oferecam

o melhor equilibrio entre desempenho e eficiéncia.

4.10 Executar Modelos

Esta etapa visa executar a implementacao definida nos modelos selecionados
conforme visto no diagrama [£.1] Como cada modelo pode possuir um formato
particular para receber instrugoes, pode ser necessario adaptar os prompts para

cada modelo a ser executado.

4.11 Awvaliar Modelos

Nessa etapa, executa-se uma analise detalhada de custo e desempenho dos mo-
delos selecionados, facilitando a tomada de decisao sobre qual modelo serd imple-
mentado na solucao final, conforme figura

Na avaliacao de custo, estima-se todos os custos associados a implementagao e
execucao dos modelos. Isso inclui custos computacionais, como consumo de energia,
tempo de processamento e utilizacdo de servidores e GPUs, além de despesas com
armazenamento de dados ou com plataformas de computacdo em nuvem, ou tokens
consumidos, no caso de APIs como OpenAl ou Amazon Bedrock. Paralelamente,
realiza-se a avaliagdo de desempenho dos modelos utilizando métricas como precisao,

recall, F'1-score que sao frequentemente utilizadas para avaliar a eficicia de modelos.

Avaliagao de

Avaliagao de
Desempenho

Figura 4.4: Diagrama de Processo de avaliacao de modelos
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4.12 Selecionar Modelo

Apés a avaliagao dos modelos candidatos, esta etapa consiste em selecionar
aquele que apresenta o melhor equilibrio entre desempenho e viabilidade de im-
plementacao. A decisdo é fundamentada nos critérios definidos previamente, consi-
derando tanto os aspectos quantitativos, como as métricas de desempenho (precisao,
recall e Fl-score), quanto os aspectos operacionais e econdmicos, como os custos de
utilizagao, escalabilidade e facilidade de integracao.

A selecao prioriza o modelo que oferece os melhores resultados na tarefa de
classificacao binaria de fake news, conforme estabelecido na Se¢ao de Defini¢ao

da Tarefa. Além do desempenho, sdao levados em conta fatores como:

o Custo de inferéncia: especialmente relevante no caso de modelos disponibili-
zados via API, como GPT da OpenAl ou modelos hospedados em plataformas

como Amazon Bedrock.

« Tempo de resposta: fundamental para aplicagoes que exigem andlise quase

em tempo real.

o Facilidade de implementacao: considerando a compatibilidade com a in-
fraestrutura existente, necessidade (ou nao) de fine-tuning e maturidade das

ferramentas disponiveis.

o Capacidade de generalizacao: avaliando se o0 modelo mantém bom desem-
penho mesmo quando exposto a dados fora do conjunto de treinamento, o
que é particularmente importante na deteccao de fake news, devido a réapida

evolucao dos padroes de desinformacao.

Com base nessa analise, o modelo selecionado sera aquele que atende de forma
mais eficiente aos requisitos definidos, garantindo ndo apenas alto desempenho na
tarefa, mas também viabilidade técnica e econdmica para uma eventual implemen-

tagdo em um cendrio produtivo.
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Capitulo 5
Experimentos

Este capitulo descreve a metodologia utilizada para a deteccao de fake news em
textos online, seguindo o fluxo definido no Capitulo 4. A estrutura metodolégica
adotada foi inspirada na dissertacdo de |JUNIOR; (2024), adaptando o contexto do
problema para o dominio de fake news, que apresenta desafios especificos relaciona-
dos a veracidade da informacao e ao impacto negativo da desinformacao em diversos

setores da sociedade.

5.1 Definicao do Cenario

A definicao do cenario comeca com a identificacdo do problema, etapa crucial
para garantir que o escopo da solugdo seja corretamente estabelecido. Conforme
abordado por JUNIOR (2024)), uma defini¢ao clara do problema é essencial para
orientar o desenvolvimento da metodologia e garantir que os objetivos da solugao
sejam diretamente relacionados as necessidades do contexto.

No presente trabalho, o problema é definido da seguinte forma: "Uma plataforma
de noticias enfrenta desafios relacionados a disseminacao de fake news, o que afeta
negativamente a credibilidade da plataforma e prejudica seus usuarios. Devido ao
grande volume de textos gerados diariamente, a analise manual de conteido por
moderadores humanos se torna inviavel. O aumento da circulagdo de noticias falsas
tem sido uma preocupacao constante, tanto para usuarios quanto para anunciantes,
levando a uma queda na confianca da plataforma.”

Com base na defini¢ao do problema, sao estabelecidos os componentes do cenario,
que incluem o contexto, as partes interessadas, os objetivos de negbcio e as métricas

de sucesso. Esses componentes sao apresentados na tabela [5.1
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Tabela 5.1: Contexto, Partes Interessadas, Objetivos de Negocio e Métricas de Su-
Cesso

Contexto Desenvolvimento de um sistema de deteccao de fake

news para plataformas de noticias e redes sociais.

Partes Interessadas Usuarios da plataforma, jornalistas, moderadores, gesto-
res de produto, proprietarios da plataforma de noticias,

anunciantes.

Objetivos de Negécio Reduzir a disseminagdo de noticias falsas, melhorar a
credibilidade da plataforma, proteger a experiéncia dos
usudrios, aumentar a eficiéncia na moderacao de con-

teddo e preservar a imagem da plataforma.

Meétricas de Sucesso  Reducdo na taxa de disseminac¢ao de noticias falsas, au-
mento da precisao na classificagdo de contetiido, reducao
no numero de denuncias relacionadas a fake news e au-

mento na confianca dos usuarios.

Seguindo a abordagem de |[JUNIOR! (2024)), foi aplicado o framework IRACIS
RUBLE (1997) para converter o problema identificado em frases objetivas. Isso
permite que as propostas de solugao sejam avaliadas com base em seu impacto. No
presente contexto, o framework foi utilizado para identificar as oportunidades de
melhoria e definir objetivos concretos para o sistema de deteccao de fake news.

Na préxima secao, sera definida a tarefa a ser executada, considerando o ambiente
de implementacao, o fluxo de contetido na plataforma e o entendimento do cenario

estabelecido.

5.2 Deterninacao da Tarefa

Nesta etapa, busca-se especificar claramente a tarefa central deste trabalho, que
consiste na detec¢ao automatica de fake news a partir de textos noticiosos.
Essa defini¢ao é fundamental para guiar as etapas subsequentes do desenvolvimento
e avaliagao dos modelos.

A partir da analise do cenério e das caracteristicas da base de dados de noticias
e conteudos compartilhados, define-se que a tarefa corresponde a um problema de
classificagdo binaria no dominio de Processamento de Linguagem Natural (PLN).
O objetivo é desenvolver e avaliar modelos capazes de receber como entrada um
texto — proveniente de noticias ou postagens em redes sociais — e produzir como
saida uma previsao indicando se aquele conteiido é Fake ou Nao Fake.

Para uma definicao precisa do problema, também se torna relevante compreen-

der os diferentes tipos de desinformagao observados, ilustrando com exemplos reais
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Tarefa Saida
Classificacao de Fake News Fake, Nao Fake

Tabela 5.2: Defini¢ao da tarefa de classificacdo de fake news

quando possivel, de modo a delimitar com clareza o escopo da tarefa.

Ao contrario de cenarios voltados a objetivos comerciais, este trabalho foca na
eficacia técnica e cientifica da solucao, buscando contribuir para o avango da pesquisa
em deteccao de fake news. Assim, as decisoes metodolégicas sao orientadas por

critérios como:

o Escolha de modelos baseados em PLN, especialmente Large Language Models
(LLMs);

o Técnicas de pré-processamento e representacao textual, como embeddings ou

prompts adaptados;

Portanto, a tarefa principal que norteia este trabalho é o desenvolvimento de
um sistema capaz de realizar a classificagao binaria de noticias como Fake
ou Nao Fake, utilizando modelos de linguagem natural, com foco na robustez,

confiabilidade e aplicabilidade da solugdo no enfrentamento da desinformacao.

5.3 Levantamento de Recursos

Para a realizacao desta pesquisa, foi essencial garantir a disponibilidade de recur-
SOS necessarios para sua execucao, especialmente em infraestrutura, considerando seu
escopo e proposta envolvendo modelos de linguagem natural (LLMs). Felizmente, a
maior parte dos recursos necessarios foi obtida através de créditos cedidos pela Ama-
zon Web Services (AWS), o que possibilitou o acesso a infraestrutura necesséria para
o processamento de dados e a implementagao dos modelos, majoritariamente através
da plataforma AWS SageMaker.

Apesar de viabilizarem a pesquisa, os créditos na AWS impuseram algumas res-
trigoes, implicando no uso de LLMs disponiveis dentro da plataforma AWS Sage-
Maker, que, apesar da ampla oferta de modelos, nao possuia disponibilidade de
alguns dos modelos mais recentes. O alto custo da infraestrutura para os modelos
também teve impacto no escopo da pesquisa, com um custo total acumulado supe-
rior a mil délares. Os créditos foram cedidos pelo programa Chamada CNPq/AWS
N© 64/2022 — Acesso as Plataformas de Computagdo em Nuvem da AWS (Cloud
Credits for Research).
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5.4 Definicao das bases de dados

A selecao das bases de dados é um aspecto fundamental para a avaliagao da adap-
tabilidade dos modelos de LLM na tarefa de deteccao de fake news. Para garantir
uma analise abrangente, buscamos bases de dados com caracteristicas distintas, que
se enquadrassem no escopo deste trabalho. As bases candidatas incluiram: LIAR
WANG] (2017), PolitiFact MISRA| (2022), FakeNewsNet SHU e MAHUDESWARAN
(2019), Fake-News-Ukraind?, WELFAKH?, COVID [PATWA et al] (2021), Fake-
NewsCorpusﬂ ISOT MARTINS SAMUEL DOGO e JUREK-LOUGHREY] (2020)),
e a base de Silva [SILVA et al.| (2020)), sendo esta iltima a tnica em portugués.

Durante o processo de selegao, algumas bases foram descartadas. A base Silva
SILVA et al. (2020)) foi excluida porque a maioria dos algoritmos testados nesta base
obteve uma taxa de acerto proxima a 100%, o que indicava que a base nao repre-
sentava um desafio significativo para os modelos e poderia enviesar os resultados.
Além disso, a base FakeNewsCorpus foi desconsiderada devido ao seu tamanho, que
ultrapassa 9 GB. O alto custo computacional e financeiro para processar essa base
tornaria sua utilizacao inviavel dentro das limitacoes deste estudo.

Dessa forma, apds a andalise das bases de dados candidatas, foram selecionadas
aquelas que melhor atendiam aos critérios deste estudo, considerando diversidade,
relevancia e viabilidade técnica. As bases escolhidas para os experimentos foram
LIAR, COVID, FakeNewsNet, WELFAKE, PolitiFact e ISOT, pois apresentam um
conjunto variado de noticias falsas e verdadeiras, permitindo uma avaliagdo abran-
gente do desempenho dos modelos de LLM na deteccao de fake news. Além disso,
essas bases possuem tamanhos adequados para processamento dentro das limitacoes
computacionais deste trabalho, garantindo a realizacdo de experimentos viaveis e

representativos.

5.4.1 Analise das bases de dados

Para uma melhor compreensao das caracteristicas dos conjuntos de dados uti-
lizados neste estudo, apresentamos histogramas da distribuicdo da quantidade de
tokens por noticia em cada base com remocao de outliers. A exclusao de outliers
permite visualizar a tendéncia central da distribuigdo sem a influéncia de valores
extremos, que poderiam distorcer a analise e mascarar padroes relevantes. Além
disso, incluimos graficos que ilustram a distribuicao de noticias entre as classes fake
e real em cada dataset, permitindo uma avaliacao do balanceamento das bases e

do impacto que essa distribuicao pode ter no desempenho dos modelos de LLM na

"https://ieee-dataport.org/documents/propaganda-and-fake-news-war-ukraine
’https://www.kaggle.com/datasets/saurabhshahane/fake-news—-classification
3https://github.com/several27/FakeNewsCorpus
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tarefa de deteccao de fake news.

A analise das bases de dados utilizadas neste estudo revela que, com excecao
da base PolitiFact, a maioria das bases apresenta um equilibrio entre as classes
de noticias falsas e verdadeiras, conforme ilustrado nas Figuras e A
base PolitiFact por sua vez, apresenta um desbalanceamento significativo, com
cerca de trés vezes mais noticias falsas do que noticias verdadeiras. Apesar dessa
diferenca, a média de tokens por classe é semelhante entre as bases, como pode ser
observado na Figura[5.1d Os histogramas de distribuigao da quantidade de tokens,
apresentados na Figura [5.1a} revelam a diversidade das bases. Na base LIAR, por
exemplo, a maioria das noticias possui entre 10 e 25 tokens, enquanto bases como

ISOT, WELFAKE e FakeNewsNet possuem uma maior quantidade de noticias com

entre 300 e 1000 tokens, conforme mostrado nas Figuras [5.4a} [5.6a] e [5.3a] Essas

variagoes indicam diferencas significativas no nivel de detalhamento das noticias em
cada base.

Além disso, para garantir a consisténcia e a robustez na avaliagdo dos mode-
los, todos os datasets selecionados foram divididos em conjuntos de treinamento e
teste, respeitando a proporgao original e a distribuicao das classes em cada base.
Durante os experimentos, todas as inferéncias realizadas pelos modelos foram feitas
exclusivamente sobre o conjunto de teste, assegurando uma avaliacdo imparcial. A
amostragem do conjunto de treinamento foi utilizada apenas para o processo de fine-
tuning dos modelos, permitindo o ajuste de seus parametros sem exposicao prévia
ao conjunto de teste. Essa abordagem possibilita a utilizacdo dos mesmos conjuntos
de dados para analisar comparativamente a performance dos modelos tunados e nao

tunados, garantindo a confiabilidade e a validade dos resultados obtidos.

5.4.2 Dataset LIAR

Os graficos abaixo apresentam a distribuicao estatistica dos tokens e das classes
na base LIAR, composta por 10.270 noticias. O histograma exibe a frequéncia dos
tokens no conjunto de dados, enquanto a distribuicao das classes mostra a proporgao
de cada categoria presente. Além disso, a distribuicao da quantidade de tokens por
classe permite visualizar variagoes no tamanho dos textos para cada rotulo. Embora
a base de dados LIAR possua 6 classes que indicam graus de veracidade diferentes,
para esse estudo as noticias com os rotulos true’ e ‘mostly-true’ foram considerados

como verdadeiras e as demais como noticias falsas.
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Distribuicdo da Quantidade de Tokens nas Noticias (Sem Outliers)
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Figura 5.1: Analise da base LIAR: distribuicao da quantidade de tokens, distribuicao
de classes e distribuicdo de tokens por classe.
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Tabela 5.3: Dataset Liar

Classificagao | Texto da noticia

true Building a wall on the U.S.-Mexico border will take literally
years.

false Wisconsin is on pace to double the number of layoffs this year.

false Says John McCain has done nothing to help the vets.

half-true Suzanne Bonamici supports a plan that will cut choice for

Medicare Advantage seniors.

pants-fire When asked by a reporter whether he’s at the center of a
criminal scheme to violate campaign laws, Gov. Scott Walker

nodded yes.

5.4.3 Dataset COVID

A base COVID, contendo 6.420 noticias, possui graficos que ilustram a analise
da distribuicao dos tokens e das classes. O histograma apresenta a dispersao dos
tokens no corpus, enquanto a distribuicao das classes revela a proporcao dos dife-
rentes rotulos. A distribuicao da quantidade de tokens por classe também evidencia

possiveis padroes de tamanho textual associados a cada categoria.
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Distribui¢do da Quantidade de Tokens nas Noticias (Sem Outliers)

Distribuicao de Rétulos no Dataset COVID
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Figura 5.2: Analise da base COVID: distribuicao da quantidade de tokens, distri-
buicao de classes e distribuicao de tokens por classe.
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Tabela 5.4: Exemplos de tweets rotulados no dataset COVID

Classificagao

Texto do tweet

real

The CDC currently reports 99031 deaths. In general the dis-
crepancies in death counts between different sources are small
and explicable. The death toll stands at roughly 100000 peo-
ple today.

real

States reported 1121 deaths a small rise from last Tu-
esday.  Southern states reported 640 of those deaths.
https://t.co/ YASGRTT4ux

fake

Politically Correct Woman (Almost) Uses Pandemic as Ex-
cuse Not to Reuse Plastic Bag https://t.co/thF8GuNFPe

#coronavirus #nashville

real

#IndiaFightsCorona: We have 1524 #COVID testing labo-
ratories in India and as on 25th August 2020 36827520 tests
have been done : @ProfBhargava DG QICMRDELHI #Stay-
Safe #IndiaWillWin https://t.co/Yh3ZxknnhZ

5.4.4 Dataset FakenewsNet

FakeNewsNet (422 noticias): Com um total de 422 noticias, a base FakeNewsNet
apresenta graficos que analisam a distribuicao de tokens e classes. O histograma
reflete a frequéncia dos tokens, a distribuicdo das classes exibe a proporc¢ao dos

rotulos existentes, e a variacao da quantidade de tokens por classe permite observar

como o tamanho dos textos se comporta entre os diferentes grupos.
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Distribuicdo da Quantidade de Tokens nas Noticias (Sem Outliers) Distribuicao de Rétulos no Dataset FakeNewsNet
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Figura 5.3: Analise da base FakenewsNet: distribuicao da quantidade de tokens,
distribuicao de classes e distribuicao de tokens por classe.
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Tabela 5.5: Exemplos de noticias rotuladas no dataset FakeNewsNet

Classificagao | Texto da noticia

real Both women are former models, but Alicia Machado attacked
Melania Trump for failing to do more to help those around
her as the wife of a prominent political figure. [...] Trump
said on Fox News’ “Fox & Friends.” “She was the winner,
and, you know, she gained a massive amount of weight, and

it was a real problem. [...]”

fake When Hillary Clinton attacked Donald Trump for not relea-
sing his tax returns and allegedly paying zero in federal in-
come taxes, the Republican presidential nominee had just four
words to say in response. “That makes me smart,” Trump
said. [...] Clinton suggested that Trump’s alleged failure to
pay federal income tax might also be part of the problem. But

Trump quickly argued any taxes he would have paid would

have gone to waste.

5.4.5 Dataset ISOT

A base ISOT, composta por 7.050 noticias, possui graficos que apresentam o
histograma da distribuicao de tokens, a distribuicao das classes e a variacao do
numero de tokens por categoria. Essas visualiza¢oes ajudam a compreender melhor

a estrutura do conjunto de dados e suas particularidades.
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Distribuigdo da Quantidade de Tokens nas Noticias (Sem Outliers)
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Figura 5.4: Analise da base ISOT: distribuicao da quantidade de tokens, distribuicao
de classes e distribuicdo de tokens por classe.
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Tabela 5.6: Exemplos de noticias rotuladas no dataset ISOT

Classificagao | Texto da noticia

fake One Twitter user once asked, “Is it too much to hope that one
of our parties would pick someone with no links to a pedophile
sex-slave island?” Apparently, it is. Both Trump and Clinton
have ties to Jeffrey Epstein and “Sex Slave Island.” [..]

real (CNN) Investigators have pieced together a timeline of Ah-
mad Rahami’s movements between bombings and his arrest.
Surveillance footage and his sister’s phone helped confirm the

sequence of events. [...]

real Just days after a racist Snapchat post at the University of
North Dakota, another surfaced showing white students in
blackface captioned “Black Lives Matter.” The university pre-

sident vowed to strengthen diversity education. |...]

5.4.6 Dataset PolitFact

A base PolitiFact, com 21.152 noticias, é representada nos graficos a seguir por
meio da analise da distribuicao de tokens, da proporcao das classes e da variacao
da quantidade de tokens por categoria. Essas informacoes sao tteis para entender

a composicao do dataset e suas caracteristicas.
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Distribuicdo da Quantidade de Tokens nas Noticias (Sem Outliers) Distribui¢ao de Rétulos no Dataset Politifact
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Figura 5.5: Analise da base PolitFact: distribuigdo da quantidade de tokens, distri-
buicao de classes e distribuicao de tokens por classe.

Tabela 5.7: Exemplos de afirmagoes rotuladas no dataset PolitiFact

Classificacao | Texto da afirmacao

real John McCain opposed bankruptcy protections for families
“who were only in bankruptcy because of medical expenses

they couldn’t pay.”

fake “Bennie Thompson actively cheer-led riots in the "90s.”

real Says Maggie Hassan was “out of state on 30 days over the last

three months.”
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5.4.7 Dataset WelFake

A base WeFake, originalmente composta por mais de 300.000 noticias, foi amos-
trada para 72.134 registros, devido a restri¢oes de armazenamento em um dataframe
do Python. Os graficos a seguir apresentam a distribuicao dos tokens, a proporgao
das classes e a variacao da quantidade de tokens por categoria. Essas visualizagoes
permitem identificar padroes estruturais no conjunto de dados, bem como possiveis

desequilibrios entre classes.

Distribuigdo da Quantidade de Tokens nas Noticias (Sem Outliers) Distribuigao de Rétulos no Dataset Welfake

10000 35000

30000

8000

25000

m
S
3
38

20000

frequéncia
Namero de Exemplos

15000

g

10000

2000

2
1000 1500 2000 2500 ©
Nimero de Tokens Classes

(a) Histograma da distribuigao de tokens na (b) Distribuicdo das classes na base Wel-
base WelFake. Fake.

Quantidade Média de Tokens por Rétulo no Dataset Welfake

600

Média de Tokens

200 A

100

&

Classes

(c) Distribuicdo da quantidade de tokens por classe na base
WelFake.

Figura 5.6: Analise da base WelFake: distribuicao da quantidade de tokens, distri-
buicao de classes e distribuicao de tokens por classe.
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Tabela 5.8: Exemplos de afirmagdes rotuladas no dataset Welfake

Classificagao

Texto da afirmacao

real

"LAW ENFORCEMENT ON HIGH ALERT Following Thre-
ats Against Cops And Whites On 9-11By BlackLivesMatter
And FYF911 Terrorists [VIDEO]: No comment is expected
from Barack Obama Members of the FYF911 or FukYoFlag
and BlackLivesMatter movements called for the lynching and
hanging of white people and cops. They encouraged others
on a radio show Tuesday night to turn the tide and kill white
people and cops to send a message about the killing of black
people in America.One of the F***YoFlag organizers is called

Sunshine. She has a radio blog show hosted from Texas cal-
led, Sunshine s F***ing Opinion Radio Show. [...] ”

fake

"Bobby Jindal, raised Hindu, uses story of Christian conver-
sion to woo evangelicals for potential 2016 bid: A dozen politi-
cally active pastors came here for a private dinner Friday night
to hear a conversion story unique in the context of presiden-
tial politics: how Louisiana Gov. Bobby Jindal traveled from
Hinduism to Protestant Christianity and, ultimately, became
what he calls an “evangelical Catholic.” Over two hours, Jin-
dal, 42, recalled talking with a girl in high school who wanted
to “save my soul,” reading the Bible in a closet so his parents
would not see him and feeling a stir while watching a movie
during his senior year that depicted Jesus on the cross. “I was
struck, and struck hard,” Jindal told the pastors. “This was
the Son of God, and He had died for our sins.” |...]

5.5 Definicao da Implementacao

Nesta fase do projeto, foram desenvolvidos os scripts responsaveis pela imple-
mentacao dos modelos, fazendo uso, principalmente, das bibliotecas Transformers e
SageMaker. A biblioteca Transformers, da Hugging Face, foi utilizada para simplifi-
car o uso de modelos de linguagem ja pré-treinados, permitindo uma adaptacao agil
desses modelos as demandas especificas da tarefa. Por sua vez, o servigo SageMaker,

da AWS, foi empregado para gerenciar os experimentos e viabilizar sua execuc¢ao em

escala, oferecendo toda a infraestrutura computacional necessaria.

Diante do elevado volume de dados, os scripts foram ajustados para registrar

informagoes relevantes durante a execucao dos modelos em cada prompt configurado,
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como o tempo de processamento e a quantidade de tokens tanto na entrada quanto
na saida. Esses dados sao fundamentais para a avaliacao do desempenho dos modelos
e servirao de base para as analises posteriores de performance e custo. Os cdédigos

desenvolvidos encontram-se no Anexo [Bl

5.5.1 Meétricas de Avaliacao

Para avaliar os modelos desenvolvidos, foram adotadas as métricas tradicionais
de classificacao: F1-score, acuracia, precisao e recall. Tais métricas sao amplamente
reconhecidas na literatura por sua eficacia em fornecer uma visado abrangente sobre
o desempenho de modelos classificadores.

Esses indicadores permitiram realizar uma anélise minuciosa dos resultados, ga-
rantindo que os modelos estejam alinhados com os objetivos propostos nesta pes-
quisa. A coleta dessas informagoes e sua aplicagao nas avalia¢oes foram essenciais

para subsidiar a etapa seguinte de andlise dos modelos, conforme detalhado na Se-

cao [L.11]

Acuracia

A acurécia mede a proporgao de previsoes corretas (tanto positivas quanto ne-
gativas) em relagao ao total de previsoes realizadas. Ela oferece uma visao geral
da taxa de acertos do modelo, sendo particularmente util quando as classes estao
balanceadas.

TP+TN

Acurdcia — 1
WA= TP T TN + FP + FN (5:1)

Onde:

TP = Verdadeiros Positivos (True Positives)
TN = Verdadeiros Negativos (True Negatives)
FP = Falsos Positivos (False Positives)

FN = Falsos Negativos (False Negatives)

Precisao

A precisao (Precision) representa a propor¢ao de instancias classificadas como
positivas que sao de fato positivas. Essa métrica é especialmente relevante quando
o custo de falsos positivos é alto.

TP
Precisao = ——— 5.2
TP+ FP (5:2)
Ela responde a pergunta: “Das previsoes que o modelo fez como sendo 'Fake’,

quantas realmente sao fake?”
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Recall

O Recall, também conhecido como sensibilidade, mede a capacidade do modelo
em identificar corretamente todas as instancias positivas. Ele é crucial quando o
custo de falsos negativos é elevado, ou seja, quando é mais critico deixar de detectar
um caso positivo.

TP
Recall = TPLFN (5.3)
Essa métrica responde a pergunta: “De todos os casos que realmente sao 'Fake’,

quantos o modelo conseguiu identificar?”

F1-Score

O F1-Score ¢ a média harmonica entre a precisao e o recall, fornecendo um
equilibrio entre essas duas métricas. Ele é especialmente ttil quando se deseja
buscar um compromisso entre evitar falsos positivos e falsos negativos.

Precisao - Recall

F1- =2. A4
Score Precisao + Recall (5:4)

O F1-score se mostra particularmente relevante em cenarios onde hé desequilibrio
entre as classes, pois penaliza modelos que tenham um bom desempenho em uma

métrica, mas baixo desempenho na outra.

5.6 Selecionar LLMs

Nos experimentos, foram utilizadas trés familias de modelos distintas: a familia
GEMMA, onde foram utilizadas as versbes GEMMA 2B Instruct e GEMMA 7B
Instruct; a familia LLaMA, onde utilizamos o modelo LLaMA 3.1 70B Instruct; e
por fim, a familia DeepSeek, da qual utilizamos o modelo DeepSeek-R1 Distill Qwen
32B.

A familia GEMMA foi desenvolvida pela Google como parte da linha Gemini
GEMINI (2023). O GEMMA 2B Instruct, com 2 bilhoes de pardmetros, ¢ um mo-
delo de médio porte que se destaca pela eficiéncia em tarefas que exigem um bom
equilibrio entre desempenho e custo. Ja o GEMMA 7B Instruct, com 7 bilhoes
de parametros, oferece maior capacidade de processamento, sendo mais adequado
para tarefas complexas que exigem maior poder computacional. Ambos os modelos
seguem a abordagem "Instruct”, o que significa que foram treinados com um foco
em interpretar e executar instrugoes humanas de maneira mais eficiente. Isso os
diferencia de modelos nao "Instruct”, que geralmente nao sao especificamente trei-

nados para compreender comandos ou instrucoes em linguagem natural, mas sim
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para realizar tarefas de maneira mais geral. Os modelos Instruct sao particular-
mente vantajosos quando se busca um desempenho melhor em intera¢oes baseadas
em linguagem, pois sd@o projetados para entender a intencdo do usuério de forma
malis precisa.

A familia LLaMA, desenvolvida pelo Meta e apresentada em 2023, inclui o mo-
delo LLaMA 3.1 70B Instruct, com 70 bilhoes de parametros, que foi projetado para
tarefas de entendimento e geragao de linguagem natural TOUVRON et al. (2023).
Assim como os modelos GEMMA, o LLaMA 3.1 70B Instruct segue a abordagem
"Instruct”, sendo ajustado para interpretar melhor as instrucoes e oferecer respos-
tas mais detalhadas e precisas. Esse ajuste torna o modelo altamente eficaz em
interagoes que exigem um entendimento profundo e execucao precisa de comandos.

Além desses, também utilizamos o modelo DeepSeek-R1 Distill Qwen 32B, uma
versao densa derivada do DeepSeek-R1 e baseada na arquitetura Qwen. Lancado
em fevereiro de 2025, esse modelo nao segue a abordagem "Instruct”, mas foi desen-
volvido com foco em raciocinio, tendo sido destilado a partir de padroes descobertos
em modelos maiores, como parte da linha DeepSeek DEEPSEEK-AL et al.| (2025).
O DeepSeek-R1 Distill Qwen 32B demonstra desempenho competitivo com modelos
como o OpenAl-ol-mini, alcangando resultados de estado da arte em diversos bench-
marks, especialmente em tarefas que envolvem cadeia de pensamento e verificagao.
Apesar de seu potencial, apenas um niimero limitado de experimentos foi conduzido
com esse modelo devido a restrigdes orcamentarias que limitaram seu uso em larga

escala.

5.7 Elaboracao de Prompts

Nesta secao, detalhamos a selecao das estratégias de prompt utilizadas nos expe-
rimentos para a deteccao de fake news. Dado o vasto nimero de estratégias, foram
adotadas as estratégias one-shot, few-shot, prompt priming e output constraint.

Outro elemento considerado na pesquisa foi o impacto das defini¢bes das clas-
ses da tarefa no prompt. Para cada uma dessas estratégias, testamos variagoes de
prompts que incluem ou nao a definicao das classes da tarefa de classificacao: deter-
minar se a noticia é falsa ou verdadeira. Assim como no trabalho JUNIOR] (2024),
a inclusao das definigdes visa fornecer uma melhor orientagao ao modelo, potencial-
mente melhorando a qualidade da classificacao. As variagoes de prompt consideradas

foram:

e« Nenhuma Definicao: nao fornecem qualquer definicdo sobre o que caracte-

riza uma noticia falsa ou verdadeira.
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+ Definicao de Falso (F): incluem uma defini¢ao sobre o que caracteriza uma

noticia falsa.

+ Definicdo de Verdadeiro (V): incluem uma definicao sobre o que caracte-

riza uma noticia verdadeira.

e Nenhuma de Ambos: incluem tanto uma definicao sobre o que caracteriza

uma noticia ser falsa quanto do que caracteriza uma noticia ser verdadeira.

Considerando as estratégias e variagoes selecionadas, cada modelo foi avaliado
utilizando um total de oito diferentes prompts. No entanto, no inicio dos experimen-
tos, observou-se uma alta taxa de alucinagoes geradas pelos modelos de linguagem
(LLMs). Para mitigar esse problema, foi adotada a estratégia output constraint |LIU
et al] (2024)), especificando que a resposta deveria se limitar a classificagao da noticia
como verdadeira ou falsa. Essa abordagem mostrou-se altamente eficaz, reduzindo
significativamente a ocorréncia de alucinagoes, que em diversos experimentos foram
eliminadas ou minimizadas a niveis proximos de zero.

Ainda assim, em alguns casos, os modelos retornaram a classificagdo acompa-
nhada de um texto explicando o motivo da decisao. No entanto, mesmo nesses
casos, foi possivel parsear a resposta facilmente, garantindo que o resultado final

permanecesse adequado ao objetivo da avaliagao.

5.8 Fine Tuning

Para manter a consisténcia e a confiabilidade dos experimentos, todos os datasets
utilizados no processo de fine-tuning foram previamente divididos em conjuntos de
treinamento e teste. Essa divisao respeita a distribui¢ao original das classes em cada
base, garantindo que os modelos possam aprender de forma representativa a partir
dos dados de treino. Durante os experimentos, todas as avaliacoes de desempenho
foram realizadas exclusivamente sobre o conjunto de teste, de modo a evitar qualquer
viés causado pela exposicao prévia do modelo aos dados avaliados.

E importante destacar que, para os modelos que nio passaram pelo fine-tuning,
a parte de treino foi desconsiderada, e as inferéncias ocorreram diretamente sobre os
dados de teste, permitindo uma comparagao justa entre modelos tunados e nao tu-
nados. Dessa forma, o uso do conjunto de treinamento restringe-se apenas ao ajuste
fino dos parametros dos modelos que passaram pelo fine-tuning, preservando a inte-
gridade da avaliacao e possibilitando uma anélise clara dos ganhos proporcionados

por esse procedimento.
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Figura 5.7: LoRA reparametrization

5.8.1 Lora

Para viabilizar o fine-tuning de grandes modelos de linguagem, empregamos a
técnica LoRA (Low-Rank Adaptation). O LoRA foi proposto por Hu et al.
como uma abordagem eficiente para adaptar Large Language Models
com um numero reduzido de parametros, permitindo um ajuste mais eficiente e com
menor custo computacional.

Uma das ideias centrais do LoRA é o uso de matrizes de low-rank nas camadas do
modelo. Mas o que sao matrizes de low-rank? Em termos matemaéaticos, o rank de
uma matriz é o nimero de colunas (ou linhas) linearmente independentes nela. Em
uma matriz de low-rank, esse nimero é significativamente menor do que as dimensoes
da matriz, o que significa que a matriz contém menos informacao independente e
pode ser aproximada de forma mais compacta.

Por exemplo, considere uma matriz W de tamanho m x n. Se o rank dessa
matriz for baixo, podemos decompor W como o produto de duas matrizes de menor
ordem, A e B, de tal forma que W ~ A- BT, onde A tem dimensoes m x r ¢ B tem
dimensoes n X r, e r € um numero muito menor que m ou n. Isso reduz o nimero
de parametros necessarios para representar a matriz, sem perder muita informagao
relevante.

Essa decomposicao de matrizes de low-rank é aproveitada pelo LoRA. Em vez de
treinar todos os parametros do modelo de forma tradicional, LoRA insere matrizes
de low-rank nas camadas de atencao e feed-forward do modelo. Essas matrizes de
adaptacgao sao treinadas enquanto os parametros originais do modelo sao mantidos
congelados, como podemos ver na figura 5.7 Assim, o LoRA permite modificar
o comportamento do modelo sem a necessidade de atualizar todos os parametros
originais, o que torna o processo de fine-tuning mais eficiente em termos de meméria
e tempo de treinamento.

No caso do fine-tuning de modelos como GEMMA 7B Instruct e LLaMA 3.1
70B Instruct, o LoRA foi fundamental para possibilitar o ajuste desses modelos
com grandes quantidades de parametros, respeitando as restricoes orcamentarias

computacionais. Em vez de treinar milhoes ou bilhdes de pardametros adicionais,
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o LoRA permite que apenas um nimero reduzido de parametros (relacionados as
matrizes de low-rank) seja ajustado durante o processo de fine-tuning.

Essa abordagem nao s6 reduz o custo computacional, mas também diminui o
risco de overfitting, pois o niimero de parametros treinaveis é muito menor. Assim,
o LoRA se mostrou uma técnica altamente eficiente para realizar fine-tuning em

modelos de linguagem grandes, sem comprometer significativamente a performance.

Hiperparametros utilizados

Nesta secao, descrevemos os hiperparametros utilizados nos processos de fine-
tuning dos modelos GEMMA 7B Instruct e LLaMA 3.1 70B Instruct. Devido
a limitagoes de orgamento, selecionamos apenas duas bases de dados para realizar o
tuning: a base LIAR, bastante popular e desafiadora, pois contém noticias curtas
com poucas palavras; e a base COVID, escolhida por tratar de um tema recente e
por apresentar uma quantidade de tokens moderada e dispersa, conforme evidenci-
ado no histograma apresentado na Figura[5.2a] A escolha desses pardmetros seguiu
os valores padrao oferecidos pelas ferramentas utilizadas, uma vez que limitagoes
de orcamento também impossibilitaram a exploracao de diferentes configuracoes de
fine-tuning. Além disso, apenas dois modelos puderam ser ajustados, sendo realiza-
dos 8 experimentos para cada modelo e base de dados, variando-se apenas os tipos
de prompt utilizados (zero-shot e few-shot, combinados com diferentes definigdes:
none, false e both).

Para o GEMMA 7B Instruct, utilizou-se o método de fine-tuning com LoRA,
sem treinamento baseado em instrugdes (instruction-train configurado como False)
e utilizando um dataset formatado para chat. O treinamento foi realizado por 1
época, com taxa de aprendizado de 0,0001, valor de LoRA r igual a 64, LoRA alpha
de 16, e sem aplicagdo de dropout no LoRA. A quantizacao foi feita com 4 bits,
utilizando double quantization habilitada e o tipo de quantizacao nf4. O batch size de
treino por dispositivo foi de 1, e de avaliacao foi de 2. Outros parametros relevantes
incluem o uso de demarcacao de entrada e saida (add input output demarcation key),
warmup ratio de 0,1, treinamento sem partir do zero (train from scratch configurado
como False), treinamento misto em 16 bits com FP16 ativado e BF16 desativado.
A estratégia de avaliagdo ocorreu a cada 20 steps, com acumulacao de gradientes
a cada 4 steps, e logs registrados a cada 8 steps. Foi aplicado weight decay de
0,2 e ativada a opg¢ao de carregar o melhor modelo ao final do treinamento. Nao
houve limitagdo para o nimero méximo de amostras de treino ou validagao, e os
parametros de semente para reprodutibilidade foram fixados (seed igual a 10). O
comprimento maximo de entrada foi definido como 2048 tokens, e a divisao dos dados
para validacdo usou uma proporcao de 20%. Adicionalmente, usou-se Adam como

otimizador com f3; = 0,9, 8, = 0,999, e epsilon de 1 x 10~%, com norma méaxima do
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gradiente limitada a 1. Nao foram utilizadas técnicas de checkpointing de gradiente
nem ajuste automatico de batch size. O scheduler de taxa de aprendizado utilizado
foi do tipo constant with warmup, e nao foi feita utilizacdo de Deepspeed.

No caso do LLaMA 3.1 70B Instruct, o fine-tuning também foi realizado
sem treinamento por instrugoes explicitas, mas com um dataset no formato de chat,
incluindo chaves de demarcacao entre entrada e saida. A configuracao considerou 1
época de treino, com taxa de aprendizado de 0,0001. Foram aplicadas técnicas de
LoRA com valor de r igual a 8 e alpha igual a 32, sobre os médulos de projecao de
consulta e valor (¢ _proj e v_proj). O LoRA dropout foi de 0,05. O batch size para
treino e avaliagdo por dispositivo foi fixado em 1. A quantizacao foi feita em 8 bits
(Int8 quantization), sem a utilizagao do FSDP. O modelo utilizou o template de chat
especifico do Llama 3.1. Outros parametros incluem o seed de 10 para reproducgao
dos experimentos, divisdo de 20% para validacao e auséncia de limitacio explicita
de comprimento maximo de entrada. Nao houve limite maximo para o nimero
de amostras de treino ou validagao, e nao foi realizada paralelizacao adicional via
preprocessing workers.

O planejamento experimental foi focado em explorar variagoes no formato dos
prompts, enquanto os parametros de fine-tuning permaneceram fixos por limitagoes
orcamentarias. Assim, cada modelo foi ajustado e avaliado em 8 experimentos distin-
tos, considerando combinagbes entre zero-shot e few-shot com diferentes estratégias

de fornecimento de defini¢oes de contexto.

5.9 Execucao dos Modelos

Durante a execugao dos modelos, foram realizadas as adaptacoes necessarias para
atender as especificidades de cada arquitetura, utilizando os prompts previamente
definidos. Cada modelo demanda requisitos distintos de hardware e apresenta par-
ticularidades no formato das instrugoes, exigindo que os prompts estejam alinhados
com a sintaxe esperada por cada familia de modelos, de forma a assegurar a correta
interpretacao das entradas fornecidas.

O uso de modelos de linguagem de grande porte (LLMs) impoe demandas de
hardware substancialmente superiores as de equipamentos de uso pessoal, principal-
mente em virtude do elevado consumo de meméria de video (VRAM) necessério para
tarefas como inferéncia ou treinamento. Modelos de maior porte, como o Liama3.1-
70B, requerem aproximadamente 100GB de VRAM, o que corresponde, em termos
praticos, a cerca de seis GPUs com 24GB cadaﬂ

Para viabilizar a execugao dos experimentos e o deployment dos modelos, foram

necessarias instancias especificas da AWS que atendessem aos requisitos de meméria

4Estimativa baseada na documentacio oficial dos modelos disponiveis.
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e processamento de cada arquitetura. A escolha das instancias considerou, principal-
mente, a capacidade de GPU necessaria para carregar os pesos completos do modelo
em memoria, bem como as restrigoes orgamentarias do projeto. A Tabela apre-
senta as instancias utilizadas, juntamente com o custo médio por hora de utilizagao,

com base nos precos on-demand da AWS.

Tabela 5.9: Instancias utilizadas para deployment dos endpoints

Modelo Instdncia AWS | Custo Médio por Hora (USD)
GEMMA 2B ml.gb.xlarge 1.23
GEMMA 7B Instruct ml.gh.12xlarge 6.91
LLaMA 3.1 70B Instruct | ml.p4d.24xlarge 40.29

As instancias da familia gb foram selecionadas para os modelos GEMMA 2B
e GEMMA 7B Instruct, por oferecerem GPUs NVIDIA A10G, que proporcionam
um bom equilibrio entre custo e desempenho para modelos de médio porte. Ja
para o modelo LLaMA 3.1 70B Instruct, foi necessaria a utilizacdo da instancia
p4d.24xlarge, equipada com multiplas GPUs NVIDIA A100, capazes de suportar
as demandas elevadas de processamento e memoria exigidas por modelos de larga
escala.

Apos a configuracao dos endpoints e a definicao dos prompts, considerou-se a
possibilidade de aplicar técnicas de fine-tuning aos modelos. Contudo, alinhado aos
objetivos deste trabalho — que priorizam uma solugdo economicamente viavel, den-
tro das limitacoes de tempo e de infraestrutura —, foi adotada, sempre que possivel,
a estratégia de Prompt Engineering como abordagem principal, devido a sua maior
flexibilidade e menor custo computacional. Ainda assim, o fine-tuning foi aplicado
de forma pontual nos modelos Gemma 7B e Llama 3.1 70B, especificamente
sobre os datasets COVID e LIAR. No caso do dataset COVID, o fine-tuning foi
empregado para avaliar se seria possivel alcancar um desempenho ainda superior,
visto que os resultados ja eram satisfatérios apenas com Prompt Engineering. Por
outro lado, no dataset LIAR, a aplicagdo do fine-tuning se mostrou necessaria, uma
vez que os modelos apresentaram desempenho abaixo do esperado na configura-
¢ao base, além de se tratar de um dataset amplamente utilizado e referenciado na

literatura, sendo relevante garantir um bom desempenho nesse cenario.
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Capitulo 6

Analise Comparativa dos
Resultados

Este capitulo tem como objetivo apresentar uma analise detalhada dos resultados
obtidos a partir dos experimentos realizados durante a pesquisa. Serao discutidas
as instancias utilizadas para o deployment dos modelos, bem como os custos asso-
ciados a cada uma delas, fornecendo uma visao completa do processo de execugao
dos modelos em termos de eficiéncia e viabilidade econémica. Além disso, serao
apresentados os resultados comparativos entre os modelos testados, com foco no

desempenho e nas métricas de avaliacao utilizadas.

A seguir, sdo apresentadas definigoes importantes e convencoes adotadas neste

trabalho para facilitar a compreensao dos resultados e evitar ambiguidades.

Definicao de Alucinagao: Para os propédsitos deste trabalho, consideramos como
alucinagao toda situagdo em que o modelo de linguagem (LLM) gera uma saida
textual na qual nao é possivel extrair uma classificacao clara sobre a veracidade da
noticia, ou seja, quando o modelo nao apresenta uma decisao definida entre noticia
verdadeira ou falsa. Essa defini¢ao é fundamental para compreender os resultados e

para a analise das métricas relacionadas a erros do modelo.

Interpretacao dos Rétulos: Nas matrizes de confusdao apresentadas ao longo dos
resultados, adotamos a seguinte convencao para os rétulos: o label true refere-
se as noticias verdadeiras, enquanto o label false representa as noticias falsas.
Essa distingao é importante porque, embora a tarefa principal seja a deteccao de
noticias falsas, algumas abordagens podem interpretar os valores booleanos de forma
invertida, o que pode gerar confusao. Portanto, a definicao explicita dos réotulos e
suas interpretagoes auxilia na correta analise dos resultados e na comparacao entre

modelos.
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6.1 Resultados na Base de dados COVID

Tabela 6.1: Comparacao de Resultados para Detecgao de Fake News (Base COVID,
Gemma-2B-Instruct)

Config Acuracia | F1 Score | Recall | Precisao

Gemma-2B-Instruct, few shot (both definition) 0,5065 0,1685 0,0955 0,7133

Gemma-2B-Instruct, few shot (false definition) 0,6603 0,6661 0,6473 0,6859

(

(
Gemma-2B-Instruct, few shot (none) 0,6481 0,6955 0,7679 0,6356
Gemma-2B-Instruct, few shot (true definition) 0,6864 0,7079 0,7259 0,6907

Gemma-2B-Instruct, zero shot (both definition) 0,4771 0,0089 0,0045 0,5556
Gemma-2B-Instruct, zero shot (false definition) 0,5893 0,3909 0,2518 0,8731
Gemma-2B-Instruct, zero shot (none) 0,6070 0,5267 0,4179 0,7123
Gemma-2B-Instruct, zero shot (true definition) 0,4813 0,0561 0,0295 0,5893

Tabela 6.2: Comparagao de Resultados para Detecgao de Fake News (Base COVID,
Gemma-7B-Instruct)

Config Acuracia | F1 Score | Recall | Precisao

Gemma-7B-Instruct, few shot (both definition) 0,8154 0,8330 0,8795 0,7912

Gemma-7B-Instruct, few shot (none) 0,8196 0,8439 0,9313 0,7714

(

Gemma-7B-Instruct, few shot (false definition) 0,7626 0,8011 0,9134 0,7134
(
(

Gemma-7B-Instruct, few shot (true definition) 0,7131 0,7806 0,9750 0,6508

Gemma-7B-Instruct, zero shot (both definition) 0,8266 0,8470 0,9170 0,7870

Gemma-7B-Instruct, zero shot (none) 0,7313 0,7913 0,9732 0,6667

(

Gemma-7B-Instruct, zero shot (false definition) 0,8145 0,8313 0,8732 0,7932
(
(

Gemma-7B-Instruct, zero shot (true definition) 0,7481 0,8018 0,9732 0,6817

Tabela 6.3: Comparagao de Resultados para Detecgao de Fake News (Base COVID,
Llama-3-1-70B-Instruct)

Config Acurécia | F1 Score | Recall | Precisao

Llama-3-1-70B-Instruct, few shot (both definition) 0,8893 0,9015 0,9688 0,8430

Llama-3-1-70B-Instruct, few shot (none) 0,8355 0,8617 0,9795 0,7693

(

Llama-3-1-70B-Instruct, few shot (false definition) 0,8785 0,8932 0,9705 0,8272
(
(

Llama-3-1-70B-Instruct, few shot (true definition) 0,8790 0,8926 0,9607 0,8335

Llama-3-1-70B-Instruct, zero shot (both definition) 0,8850 0,8972 0,9589 0,8430

Llama-3-1-70B-Instruct, zero shot (false definition) 0,8701 0,8831 0,9375 0,8347

Llama-3-1-70B-Instruct, zero shot (none) 0,8472 0,8661 0,9446 0,7997

—~ |||

Llama-3-1-70B-Instruct, zero shot (true definition) 0,8346 0,8438 0,8536 0,8342
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6.2 Resultados na Base de dados LIAR

Tabela 6.4: Comparacao de Resultados para Detecgao de Fake News (Base LIAR,
Gemma-2B-Instruct)

Config Acuracia | F1 Score | Recall | Precisao
Gemma-2B-Instruct, few shot (both definition) 0,6327 0,2289 0,1540 0,4452
Gemma-2B-Instruct, few shot (false definition) 0,5316 0,4653 0,5759 0,3903
Gemma-2B-Instruct, few shot (none) 0,4921 0,4941 0,7009 0,3815
Gemma-2B-Instruct, few shot (true definition) 0,5024 0,4759 0,6384 0,3793
Gemma-2B-Instruct, zero shot (both definition) 0,6461 0,0088 0,0045 0,5000
Gemma-2B-Instruct, zero shot (false definition) 0,6374 0,0575 0,0312 0,3590
Gemma-2B-Instruct, zero shot (none) 0,5956 0,3333 0,2857 0,4000
Gemma-2B-Instruct, zero shot (true definition) 0,6359 0,0534 0,0290 0,3333

Tabela 6.5: Comparacao de Resultados para Detecgao de Fake News (Base LIAR,
Gemma-7B-Instruct)

Config Acuracia | F1 Score | Recall | Precisao
Gemma-7B-Instruct, few shot (both definition) 0,6477 0,2092 0,1317 0,5086
Gemma-7B-Instruct, few shot (false definition) 0,6390 0,2396 0,1607 0,4706
Gemma-7B-Instruct, few shot (none) 0,5908 0,5057 0,5915 0,4417
Gemma-7B-Instruct, few shot (true definition) 0,5656 0,4772 0,5603 0,4156
Gemma-7B-Instruct, zero shot (both definition) | 0,6382 0,1763 0,1094 | 0,4537
Gemma-7B-Instruct, zero shot (false definition) 0,6414 0,1498 0,0893 0,4651
Gemma-7B-Instruct, zero shot (none) 0,5355 0,5157 0,6987 0,4086
Gemma-7B-Instruct, zero shot (true definition) 0,5608 0,5157 0,6607 0,4229

Tabela 6.6: Comparagdo de Resultados para Detecgao de Fake News (Base LIAR,
Llama-3-1-70B-Instruct)

Config Acuracia | F1 Score | Recall | Precisao
Llama-3-1-70B-Instruct, few shot (both definition) 0,6888 0,5365 0,5089 0,5672
Llama-3-1-70B-Instruct, few shot (false definition) 0,6643 0,5614 0,6071 | 0,5221
Llama-3-1-70B-Instruct, few shot (none) 0,5995 0,5764 0,7701 0,4606
Llama-3-1-70B-Instruct, few shot (true definition) 0,6659 0,5626 0,6071 0,5241
Llama-3-1-70B-Instruct, zero shot (both definition) 0,6643 0,5668 0,6205 0,5216
Llama-3-1-70B-Instruct, zero shot (false definition) 0,6327 0,5706 0,6897 0,4866
Llama-3-1-70B-Instruct, zero shot (none) 0,5877 0,5763 0,7924 0,4528
Llama-3-1-70B-Instruct, zero shot (true definition) 0,6509 0,5606 0,6295 | 0,5054

70



6.3 Resultados na Base de dados Fakenewsnet

Tabela 6.7: Comparagdo de Resultados para Deteccdo de Fake News (Base
FAKENEWS-NET, Gemma-7B-Instruct)

Config Acuriacia | F1 Score | Recall | Precisao
both definition) 0,5984 0,7213 0,9851 0,5690
false definition) 0,5669 0,7059 0,9851 0,5500
none) 0,5591 0,7053 1.0000 0,5447
true definition) 0,5354 0,6943 1.0000 0,5317

Gemma-7B-Instruct, few shot

Gemma-7B-Instruct, few shot

Gemma-7B-Instruct, few shot

P P P

Gemma-7B-Instruct, few shot
Gemma-7B-Instruct, zero shot (both definition) 0,6457 0,7305 0,9104 0,6100
Gemma-7B-Instruct, zero shot (false definition) 0,6299 0,7251 0,9254 0,5962
(
(

Gemma-7B-Instruct, zero shot (none) 0,6063 0,7159 0,9403 0,5780
Gemma-7B-Instruct, zero shot (true definition) 0,6693 0,7500 0,9403 0,6238

Tabela 6.8: Comparagdo de Resultados para Deteccdo de Fake News (Base
FAKENEWS-NET, Llama-3-1-70B-Instruct)

Config Acuriacia | F1 Score | Recall | Precisao
Llama-3-1-70B-Instruct, few shot (both definition) 0,6693 0,7042 0,7463 0,6667
Llama-3-1-70B-Instruct, few shot (false definition) 0,6693 0,7042 0,7463 0,6667
Llama-3-1-70B-Instruct, few shot (none) 0,6378 0,7262 0,9104 0,6040
Llama-3-1-70B-Instruct, few shot (true definition) 0,6457 0,6853 0,7313 0,6447

Llama-3-1-70B-Instruct, zero shot (both definition) 0,6614 0,7075 0,7761 0,6500
Llama-3-1-70B-Instruct, zero shot (false definition) 0,6457 0,6809 0,7164 0,6486
(
(

Llama-3-1-70B-Instruct, zero shot (none) 0,6772 0,7389 0,8657 0,6444
Llama-3-1-70B-Instruct, zero shot (true definition) 0,6063 0,6212 0,6119 0,6308

6.3.1 Resultados na Base de dados ISOT

Tabela 6.9: Comparacao de Resultados para Detecgao de Fake News (Base ISOT,
Gemma-7B-Instruct)

Config Acuracia | F1 Score | Recall | Precisao
Gemma-7B-Instruct, few shot (both definition) 0,6676 0,7463 0,8704 0,6532
Gemma-7B-Instruct, few shot (false definition) 0,6567 0,7454 0,8948 0,6388
Gemma-7B-Instruct, few shot (none) 0,6184 0,7364 0,9487 0,6017
Gemma-7B-Instruct, few shot (true definition) 0,6392 0,7437 0,9318 0,6188

Gemma-7B-Instruct, zero shot (both definition) 0,6582 0,7530 0,9276 0,6337
Gemma-7B-Instruct, zero shot (false definition) 0,6539 0,7520 0,9343 0,6293
Gemma-7B-Instruct, zero shot (none) 0,6156 0,7382 0,9646 0,5978
Gemma-7B-Instruct, zero shot (none) 0,6567 0,7810 0,9647 0,6560
Gemma-7B-Instruct, zero shot (true definition) 0,6534 0,7519 0,9352 0,6287
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Tabela 6.10: Comparacao de Resultados para Detecgao de Fake News (Base ISOT,
Llama-3-1-70B-Instruct)

Config Acuracia | F1 Score | Recall | Precisao

Llama-3-1-70B-Instruct, few shot (both definition) 0,7366 0,7990 0,9318 0,6993

Llama-3-1-70B-Instruct, few shot (false definition) 0,7329 0,7960 0,9276 0,6970

Llama-3-1-70B-Instruct, few shot (none) 0,6652 0,7659 0,9747 0,6307

— |~~~

Llama-3-1-70B-Instruct, few shot (true definition) 0,7329 0,7934 0,9133 0,7014

Llama-3-1-70B-Instruct, zero shot (both definition) 0,7518 0,8037 0,9049 0,7229

Llama-3-1-70B-Instruct, zero shot (none) 0,6648 0,7434 0,8645 0,6521

(

Llama-3-1-70B-Instruct, zero shot (false definition) 0,7461 0,7915 0,8577 0,7347
(
(

Llama-3-1-70B-Instruct, zero shot (true definition) 0,7173 0,7500 0,7551 0,7450

6.3.2 Resultados na Base de dados POLITIFACT

Tabela 6.11: Comparacao de Resultados para Detecgao de Fake News (Base POLI-
TIFACT FACTCHECK DATA, Gemma-7B-Instruct)

Config Acuracia | F1 Score | Recall | Precisao

Gemma-7B-Instruct, few shot (both definition) 0,4754 0,4299 0,7217 0,3061

Gemma-7B-Instruct, few shot (none) 0,6231 0,4882 0,6561 0,3888

(

Gemma-7B-Instruct, few shot (false definition) 0,5474 0,4406 0,6504 0,3331
(
(

Gemma-7B-Instruct, few shot (true definition) 0,3746 0,4508 0,9367 0,2968

Gemma-7B-Instruct, zero shot (both definition) 0,6262 0,4655 0,5940 0,3827
Gemma-7B-Instruct, zero shot (false definition) 0,6371 0,4479 0,5371 0,3840
Gemma-7B-Instruct, zero shot (none) 0,5400 0,4842 0,7878 0,3495
Gemma-7B-Instruct, zero shot (none) 0,5357 0,4832 0,7899 | 0,3481
Gemma-7B-Instruct, zero shot (true definition) 0,5080 0,4863 0,8499 0,3406

Tabela 6.12: Comparagio de Resultados para Detecgao de Fake News (Base POLI-
TIFACT FACTCHECK DATA, Llama-3-1-70B-Instruct)

Config Acurécia | F1 Score | Recall | Precisao

Llama-3-1-70B-Instruct, few shot (both definition) 0,7309 0,5148 0,5210 0,5087

Llama-3-1-70B-Instruct, few shot (none) 0,6754 0,5608 0,7562 0,4456

(

Llama-3-1-70B-Instruct, few shot (false definition) 0,7228 0,5335 0,5785 0,4951
(
(

Llama-3-1-70B-Instruct, few shot (true definition) 0,7157 0,5563 0,6504 0,4860

Llama-3-1-70B-Instruct, zero shot (both definition) 0,7249 0,4822 0,4675 0,4979

Llama-3-1-70B-Instruct, zero shot (false definition) 0,7148 0,5134 0,5492 0,4821

(

(
Llama-3-1-70B-Instruct, zero shot (none) 0,6673 0,5394 0,7108 0,4346
Llama-3-1-70B-Instruct, zero shot (true definition) 0,7149 0,4926 0,5049 0,4808
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6.3.3 Resultados na Base de dados Welfake

Tabela 6.13: Comparacao de Resultados para Detec¢ao de Fake News (Base WEL-
FAKE, Gemma-7B-Instruct)

Config Acuracia | F1 Score | Recall | Precisao
Gemma-7B-Instruct, few shot (none) 0,5050 0,6711 0,9962 0,5060
Gemma-7B-Instruct, zero shot (both definition) 0,3513 0,5130 0,6706 0,4154
Gemma-7B-Instruct, zero shot (false definition) 0,3668 0,5322 0,7068 0,4268
ne) 0,4717 0,6397 0,8488 0,5133
Gemma-7B-Instruct, zero shot (none) 0,4380 0,6056 0,8469 0,4714
Gemma-7B-Instruct, zero shot (true definition) 0,3755 0,5415 0,7235 0,4326

(

(
Gemma-7B-Instruct, zero shot (no

(

(

Tabela 6.14: Comparacao de Resultados para Deteccao de Fake News (Base WEL-
FAKE, Llama-3-1-70B-Instruct)

Config Acuracia | F1 Score | Recall | Precisao
Llama-3-1-70B-Instruct, few shot (both definition) 0,1974 0,3089 0,3520 0,2752
Llama-3-1-70B-Instruct, few shot (false definition) 0,2396 0,3741 0,4460 0,3222
(
(

Llama-3-1-70B-Instruct, few shot (none) 0,4180 0,5866 0,8103 0,4597
Llama-3-1-70B-Instruct, few shot (true definition) 0,1645 0,2431 0,2633 0,2258
both definition) 0,1755 0,2729 0,3037 0,2478
false definition) 0,1534 0,2347 0,2547 0,2175
none) 0,3426 0,4875 0,6135 0,4044
true definition) 0,1403 0,1830 0,1889 0,1774

Llama-3-1-70B-Instruct, zero shot
Llama-3-1-70B-Instruct, zero shot
Llama-3-1-70B-Instruct, zero shot
Llama-3-1-70B-Instruct, zero shot

—~ |||

6.3.4 Resultados DeepSeek

Nesta subsecao, apresentamos os resultados dos experimentos realizados com o
modelo DeepSeek-R1 Distill Qwen 32B, uma versao densa baseada na arquite-
tura Qwen e otimizada para tarefas de raciocinio. Os testes foram conduzidos sobre
quatro bases de dados amplamente utilizadas no contexto de deteccao de fake news:
LIAR, COVID, PolitiFact ¢ WeLFake.

Devido a limita¢oes or¢camentarias, nao foi possivel executar experimentos com-
pletos em todas as bases de dados e com todos os tipos de prompts utilizados nas
demais etapas deste trabalho. Para tornar os experimentos viaveis dentro das restri-
¢oes de custo, foi definida uma amostragem de 1000 noticias por base de dados
como critério fixo de avaliacdo. Com isso, buscamos obter uma visao representativa
do desempenho do modelo DeepSeek, ainda que com cobertura parcial dos dados. A

tabela exibe os custos por hora para o modelo Deepseek utilizado na Amazon.
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Tabela 6.15: Instancias utilizadas para deployment dos endpoints Deepseek

Modelo Instancia AWS | Custo Médio por Hora (USD)

DeepSeek-R1 Distill Qwen 32B | ml.p4d.24xlarge 32,77

A seguir, apresentamos as tabelas e graficos com os resultados obtidos, con-
siderando as métricas de acuracia, precisao, recall e Fl-score para os diferentes

prompts e conjuntos de dados utilizados.

Tabela 6.16: Resultados do modelo DeepSeek-R1 Distill Qwen 32B na base COVID
com diferentes prompts (zero-shot)

Prompt Acuracia | F1 Score | Recall | Precisao
Zero-shot (false definition) 0,719 0,7064 0,6248 0,8125
Zero-shot (none) 0,767 0,7841 0,7819 0,7862
Zero-shot (true definition) 0,7809 0,8055 0,7538 0,8647

Figura 6.1: Matriz de confusao dos resultados deepsek na base covid zero shot false
definition

Tabela 6.17: Resultados do modelo DeepSeek-R1 Distill Qwen 32B na base Fake
News Net com diferentes prompts

Prompt Acuréacia | F1 Score | Recall | Precisao
Few-shot (both definition) 0,6535 0,6857 0,7164 0,6575
Few-shot (false definition) 0,6220 0,6471 0,6567 | 0,6377
Few-shot (none definition) 0,6378 0,6933 0,7761 0,6265
Few-shot (true definition) 0,6457 0,6763 0,7015 0,6528
Zero-shot (both definition) 0,6457 0,6617 0,6567 0,6667
Zero-shot (false definition) 0,6535 0,6508 0,6119 0,6949
Zero-shot (none definition) 0,6457 0,6980 0,7761 0,6341
Zero-shot (true definition) 0,6614 0,6767 0,6716 0,6818
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Figura 6.2: Matriz de confusao dos resultados deepsek na base fake news net few

shot none
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Figura 6.3: Matriz de confusao dos resultados deepsek na base fake news net zero

shot none
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Tabela 6.18: Resultados do modelo DeepSeek-R1 Distill Qwen 32B na base LIAR
com diferentes prompts (zero-shot)

Prompt Acuracia | F1 Score | Recall | Precisao
Zero-shot (false definition) | 0,6158 0,2994 0,2248 | 10,4483
Zero-shot (none) 0,6100 0,4055 0,3684 0,4508
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Figura 6.4: Matriz de confusdo dos resultados deepsek na base liar net zero shot

false definition
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Figura 6.5: Matriz de confusao dos resultados deepsek na base liar net zero shot
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Tabela 6.19: Resultados do modelo DeepSeek-R1 Distill Qwen 32B na base WeL-
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Fake com diferentes prompts (zero-shot)

162

133

|
true

450

400

350

300

- 250

- 200

-150

-100

- 50

Prompt Acuracia | F1 Score | Recall | Precisao
Zero-shot (false definition) | 0,2120 0,2423 0,2400 | 10,2447
Zero-shot (none) 0,2790 0,3926 0,4438 0,3520
Zero-shot (true definition) 0,2017 0,2646 0,2613 0,2680
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Figura 6.6: Matriz de confusao dos resultados deepsek na base welfake zero shot

false definition
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Figura 6.7: Matriz de confusao dos resultados deepsek na base welfake zero shot

none
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Figura 6.8: Matriz de confusao dos resultados deepsek na base welfake zero shot
true definition

Apesar de nao ser um modelo do tipo Instruct, o DeepSeek-R1 Distill Qwen 32B
apresentou uma taxa relativamente baixa de alucinagoes nas respostas, conforme
evidenciado na Figura [6.1] Comparando com o melhor resultado obtido com o
modelo LLaMA 3.1 70B Instruct no cenério zero-shot — que alcancou um F1 Score
de 0,8831 — o melhor desempenho do DeepSeek no mesmo cenario, com F1 Score
de 0,8055, mostra que o modelo é competitivo, mesmo sem treinamento especifico

para seguir instrucoes.

Conclusoes sobre o Modelo DeepSeek-R1 Distill Qwen 32B

Esta subsecao apresenta uma andalise consolidada dos resultados obtidos pelo
modelo DeepSeek-R1 Distill Qwen 32B nas bases de dados Fake News Net, LIAR
e WeLFake, considerando diferentes configuragoes de prompts, especialmente no
modo zero-shot e few-shot.

Na base Fake News Net, o modelo demonstrou desempenho relativamente
consistente e equilibrado, com acurdcia variando entre 62,20% e 66,14%. As con-
figuragoes zero-shot (true definition) e zero-shot (none definition) destacaram-se,
apresentando um bom compromisso entre as métricas, especialmente em termos de
F1 Score (até 0,6980) e recall elevado (acima de 0,77 nas configuragoes sem defini-
¢ao). A precisao também se manteve competitiva, indicando que o modelo é capaz
de identificar a maioria das fake news presentes nesta base com uma taxa razoavel

de acertos.
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Em contrapartida, na base LIAR, o desempenho foi mais modesto, com acu-
racia préxima de 61% em ambas as configuracoes zero-shot avaliadas. O F1 Score
revelou dificuldades maiores no equilibrio entre precisao e recall, com valores entre
0,2994 e 0,4055, indicando que o modelo apresenta limitacoes para detectar as fake
news neste conjunto de dados. Apesar disso, a precisao manteve-se em niveis mode-
rados ( 45%), sugerindo que, quando o modelo classifica uma noticia como falsa, hé
uma probabilidade razodvel de acerto. Novamente, o prompt sem defini¢ao (none)
proporcionou uma leve vantagem no desempenho geral.

Finalmente, na base WeLFake, os resultados indicaram um desempenho mais
restrito, com acuracia entre 20,17% e 27,90%, evidenciando dificuldades do modelo
na tarefa de detecgao nesta base. O prompt sem defini¢do (none) também foi o que
obteve melhor desempenho, com F1 Score de 0,3926 e valores superiores de recall e
precisao em relacao as demais configuragoes. Os prompts contendo defini¢oes, tanto
falsas quanto verdadeiras, nao apresentaram melhora significativa, sugerindo que as
instrugoes fornecidas nao foram eficazes para este conjunto de dados.

Em suma, o modelo DeepSeek-R1 Distill Qwen 32B mostra um desempenho con-
sistente e equilibrado na base Fake News Net, moderado na base LIAR e limitado na
base WeLFake. A auséncia de definigdes explicitas nos prompts tende a favorecer re-
sultados ligeiramente melhores nas bases LIAR e WeLFake, enquanto na Fake News
Net as defini¢oes verdadeiras podem contribuir positivamente. Esses achados indi-
cam que o ajuste do prompt é um fator relevante para o desempenho do modelo, mas
que também existem limitacoes intrinsecas dependendo da base de dados utilizada,
reforcando a necessidade de melhorias especificas para bases mais desafiadoras como
WeLFake e LIAR. Além disso, o DeepSeek-R1 Distill Qwen 32B posiciona-se como
um modelo intermedidrio entre o Gemma-7B e o Llama-3-70B em termos de custo
computacional e quantidade de parametros. No entanto, considerando sua relagao
custo-desempenho, o Gemma-7B se apresenta como uma op¢ao mais atrativa, uma
vez que o DeepSeek-R1 requer uma instancia que custa aproximadamente 32 délares
por hora, enquanto o Gemma-7B opera em uma instancia consideravelmente mais

acessivel, com custo inferior a 7 délares por hora, mantendo resultados competitivos.

6.3.5 Avaliacao de tempo e custo do Fine-Tuning

Para avaliar o custo computacional e financeiro do processo de fine-tuning, medi-
mos o tempo total de treinamento para cada combinagao de modelo e base de dados,
utilizando instancias especificas da AWS adaptadas ao porte de cada modelo.

O modelo GEMMA 7B Instruct foi treinado na instancia ml.g5.24xlarge,
enquanto o modelo LLaMA 3.1 70B Instruct foi treinado na instancia
ml.g5.48xlarge. As Tabelas[6.20/e[6.2I]apresentam os tempos de execugao medidos
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em segundos.

Tabela 6.20: Tempo de Fine-Tuning para o Modelo GEMMA

Base | Instancia AWS | Tempo (segundos)
COVID | ml.g5.24xlarge 5.136
LIAR ml.gh.24xlarge 6.731

Tabela 6.21: Tempo de Fine-Tuning para o Modelo LLAMA

Base | Instancia AWS | Tempo (segundos)
COVID | ml.g5.48xlarge 10.911
LIAR ml.gh.48xlarge 13.234

As instancias utilizadas possuem os seguintes custos, considerando o modelo de

precos on-demand na regido us-east-1 (N. Virginia):
o ml.g5.24xlarge: US$ 8,144 por hora.

o ml.g5.48xlarge: US$ 16,288 por hora.

A partir dos tempos de execugao, estimamos o custo aproximado de cada expe-

rimento, conforme mostrado abaixo:

GEMMA - Base COVID: aproximadamente US$ 11,65.

GEMMA - Base LIAR: aproximadamente US$ 15,23.

LLaMA - Base COVID: aproximadamente US$ 49,29.

LLaMA - Base LIAR: aproximadamente US$ 59,99.

Esses valores demonstram que o fine-tuning de grandes modelos, mesmo utili-
zando técnicas de adaptacgao eficientes como o LoRA, envolve um custo financeiro
significativo. Ressaltamos que esses valores referem-se a apenas uma execugao por
base, enquanto no projeto completo foram realizados multiplos experimentos (vari-

agoes de prompts), aumentando ainda mais o custo total do estudo.

6.3.6 Resultados do Fine Tuning

O processo de fine-tuning realizado nesta pesquisa buscou avaliar o impacto da
especializacao supervisionada dos modelos nas bases de dados COVID e LIAR. As

bases selecionadas apresentam caracteristicas distintas, sendo a COVID composta
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por textos de tamanho moderado e a LIAR por entradas textuais bastante curtas.
Essa diferenca de perfil é relevante, pois influencia diretamente a capacidade dos
modelos de linguagem em compreender e classificar as informagoes. A seguir, sdo

apresentados os resultados obtidos apés o fine-tuning.

Tabela 6.22: Comparagao de Resultados para Detecgao de Fake News (Base COVID,
Gemma-7B-Instruct-fine-tuned)

Config Acuréacia | F1 Score | Recall | Precisao
Gemma-7B-Instruct-fine-tuned, few shot (false definition) 0,9070 0,9176 0,9893 0,8556
Gemma-7B-Instruct-fine-tuned, few shot (none) 0,8154 0,8495 0,9955 0,7409

Gemma-7B-Instruct-fine-tuned, few shot (true definition) 0,9048 0,9187 1.0000 0,8496
Gemma-7B-Instruct-fine-tuned, zero shot (both definition) 0,9318 0,9381 0,9875 0,8934
Gemma-7B-Instruct-fine-tuned, zero shot (false definition) 0,9350 0,9404 0,9795 0,9044
(
(

Gemma-7B-Instruct-fine-tuned, zero shot (none) 0,8827 0,8983 0,9893 0,8226
Gemma-7B-Instruct-fine-tuned, zero shot (true definition) 0,9308 0,9373 0,9884 0,8913

Tabela 6.23: Comparagao de Resultados para Detecgao de Fake News (Base COVID,
Llama-3-1-70B-Instruct-fine-tuned)

Config Acuréacia | F1 Score | Recall | Precisao
Llama-3-1-70B-Instruct-fine-tuned, few shot (both definition) 0,9393 0,9431 0,9625 0,9245
Llama-3-1-70B-Instruct-fine-tuned, few shot (false definition) 0,9327 0,9365 0,9482 0,9251
Llama-3-1-70B-Instruct-fine-tuned, few shot (none) 0,9341 0,9394 0,9759 0,9056
Llama-3-1-70B-Instruct-fine-tuned, few shot (true definition) 0,9318 0,9364 0,9598 0,9141

~ ||

Llama-3-1-70B-Instruct-fine-tuned, zero shot (both definition) 0,9318 0,9372 0,9732 0,9038
Llama-3-1-70B-Instruct-fine-tuned, zero shot (false definition) 0,9262 0,9304 0,9429 0,9183
Llama-3-1-70B-Instruct-fine-tuned, zero shot (none) 0,9023 0,9142 0,9938 0,8464
Llama-3-1-70B-Instruct-fine-tuned, zero shot (true definition) 0,9257 0,9315 0,9652 0,9001

Tabela 6.24: Comparacao de Resultados para Detecgao de Fake News (Base LIAR,
Gemma-7B-Instruct-fine-tuned)

Config Acuracia | F1 Score | Recall | Precisao
both definition) 0,5806 0,4663 0,5179 0,4241
false definition) 0,5893 0,4790 0,5335 0,4345
none) 0,5782 0,5154 0,6339 0,4343
true definition) 0,5972 0,4950 0,5580 0,4448
Gemma-7B-Instruct-fine-tuned, zero shot (both definition) 0,6177 0,5527 0,6674 0,4716
Gemma-7B-Instruct-fine-tuned, zero shot (false definition) 0,6303 0,5585 0,6607 0,4837
Gemma-7B-Instruct-fine-tuned, zero shot (none) 0,6027 0,5630 0,7232 0,4609
Gemma-7B-Instruct-fine-tuned, zero shot (true definition) 0,6532 0,5675 0,6429 0,5079

Gemma-7B-Instruct-fine-tuned, few shot

Gemma-7B-Instruct-fine-tuned, few shot

Gemma-7B-Instruct-fine-tuned, few shot

— |~~~

Gemma-7B-Instruct-fine-tuned, few shot
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Tabela 6.25: Comparacao de Resultados para Detecgao de Fake News (Base LIAR,
Llama-3-1-70B-Instruct-fine-tuned)

Config Acuricia | F1 Score | Recall | Precisao
Llama-3-1-70B-Instruct-fine-tuned, few shot (both definition) 0,6659 0,6253 0,7879 0,5184
Llama-3-1-70B-Instruct-fine-tuned, few shot (false definition) 0,6169 0,6098 0,8460 0,4767
Llama-3-1-70B-Instruct-fine-tuned, few shot (none) 0,5869 0,6041 0,8906 0,4570
Llama-3-1-70B-Instruct-fine-tuned, few shot (true definition) 0,6445 0,6237 0,8326 0,4987
Llama-3-1-70B-Instruct-fine-tuned, zero shot (both definition) 0,6817 0,2967 0,1897 0,6800
Llama-3-1-70B-Instruct-fine-tuned, zero shot (false definition) 0,7062 0,4329 0,3170 0,6827
Llama-3-1-70B-Instruct-fine-tuned, zero shot (none) 0,6975 0,4505 0,3504 0,6305
Llama-3-1-70B-Instruct-fine-tuned, zero shot (true definition) 0,7117 0,5338 0,4665 0,6239

~ =

A analise dos resultados indica que, embora tenha havido uma melhora modesta
no desempenho dos modelos em ambas as bases, o desempenho na base LIAR per-
maneceu inferior ao esperado, nao ultrapassando a marca de 70% de acurdcia. Tal
limitacao pode ser atribuida a natureza da base, que se caracteriza por instancias
textuais extremamente curtas, como evidenciado pela analise do nimero médio de
tokens por classe (Figura . Essa limitacao de contexto prejudica a capacidade
dos modelos de extrair informacgoes suficientes para realizar uma classificagao pre-
cisa. Dessa forma, mesmo com a aplicacao de técnicas de fine-tuning, os modelos
apresentaram dificuldade em superar essa restricao estrutural da base de dados.

Os F1 Scores para fine-tuning e nao fine-tuning sdo: LIAR — 0,5764 (com) e
0,6253 (sem); COVID - 0,9431 (com) e 0,9150 (sem). O fine-tuning melhora o
desempenho na base COVID, mas tem impacto limitado na LIAR, possivelmente
devido a falta de contexto nas entradas. Acreditamos que o baixo desempenho
na base LIAR ocorre porque a classificacao é feita apenas com o texto da noticia,
sem informagoes adicionais, e a média de tokens nessa base é muito pequena, como
mostrado naf5.1d Isso reduz o contexto disponivel para o LLM, dificultando a tarefa

e limitando os ganhos obtidos mesmo com o fine-tuning.

6.4 Analise de Desempenho e Tempo de Execucao
dos Modelos de LLMs

Para avaliar o desempenho dos LLMs, é essencial medir o tempo de execucao em
funcao da quantidade de tokens processados pelo modelo. Neste estudo, utilizamos
uma métrica de tempo de processamento calculada pela diferenca de tempo entre as
execugoOes consecutivas de predigoes, em segundos. A analise desse tempo de pro-
cessamento ¢é crucial para entender como a carga de trabalho, medida pelo niimero

de tokens de entrada, influencia o desempenho do modelo.
o Calculo do Tempo de Processamento: O tempo de processamento foi
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calculado para cada amostra de entrada com base no ntimero de tokens e na
diferenca temporal entre execugoes consecutivas. Para cada intervalo de input
tokens, calculamos a média, desvio padrao, valor minimo e maximo do tempo

de processamento.

« Uso de Histogramas para Agrupamento: Para agrupar os dados e calcu-
lar as métricas de tempo de processamento, optamos por utilizar histogramas.
Agrupamos os valores de input tokens em intervalos (bins) para capturar o
comportamento do modelo em diferentes faixas de quantidade de tokens. Esse
método é adequado quando a distribuicdo dos dados nao segue uma estrutura
uniforme, como ocorre com os tokens de entrada dos modelos de LLMs, onde

valores extremos podem ocorrer esparsamente.

o Intervalos Nao Fixos: Em vez de usar intervalos fixos de tamanho cons-
tante (por exemplo, intervalos de 10 tokens), utilizamos intervalos dindmicos
e adaptativos. Isso é necessario para evitar distor¢oes causadas pela dispersao
dos dados. Frequentemente, a maioria dos dados se concentra em faixas de
tokens mais baixos, enquanto alguns exemplos possuem um nimero muito alto
de tokens. O uso de intervalos fixos resultaria em faixas vazias ou com poucos
dados, o que poderia levar a perda de informagoes e a introdugao de vieses na

analise.

o Intervalos Adaptativos: Para garantir uma andlise representativa, criamos
intervalos adaptativos, ajustados de acordo com a distribuicao dos dados de
input tokens. FEssa abordagem permite capturar de maneira mais precisa as
variagoes no tempo de processamento entre diferentes faixas de tokens, consi-

derando tanto os valores pequenos quanto os grandes de forma equilibrada.

Na analise do desempenho dos modelos, observamos que o tempo de processa-
mento permanece relativamente constante, mesmo com variacoes significativas no
numero de tokens de entrada. Isso é evidenciado pelos gréaficos apresentados nas
Figuras e que mostram a média do tempo de processamento em funcao do
numero de tokens de entrada.

No gréfico referente ao dataset Welfake (Figura, é possivel observar que, em
média, o tempo de processamento por noticia ¢ de aproximadamente 2 segundos. Isso
ocorre, pois o nimero de tokens por noticia nesse dataset é muito maior, chegando a
até 8.000 tokens, enquanto no PolitiFact, o maximo era de 80 tokens. Embora tenha
ocorrido um aumento de 10 vezes na quantidade de tokens de entrada, o tempo de
processamento dobrou, o que indica que o modelo ja estava operando préximo ao

seu limite de capacidade (cerca de 8.100 tokens por entrada). Esse limite impede
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um aumento consideravel no tempo de processamento, mesmo com o crescimento
substancial no nimero de tokens.

Vale ressaltar que, para noticias com mais tokens do que a capacidade de entrada
do modelo, os tokens excedentes sao truncados. Isso significa que, quando uma
noticia ultrapassa o limite maximo de tokens, apenas a parte inicial da noticia é
processada, o que pode influenciar o conteudo analisado, mas garante que o modelo
consiga lidar com entradas dentro dos limites estabelecidos.

Portanto, apesar do aumento na quantidade de tokens de entrada, o modelo nao
apresentou uma piora significativa no tempo de processamento, demonstrando sua
capacidade de lidar com entradas maiores até o limite de tokens. Esse comporta-
mento sugere que o modelo ja esta otimizado para trabalhar eficientemente com as

entradas de maior tamanho, sem um impacto drastico no tempo de execucao.

Média do Tempo de Processamento em Fungio do Tamanho da Entrada Média do Tempo de Processamento em Fungo do Tamanho da Entrada
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Figura 6.9: Gréafico de barras mos-  Figura 6.10: Grafico de barras mos-
trando a média do tempo de processa-  trando a média do tempo de processa-
mento em funcao do ntimero de tokens  mento em fun¢ao do nimero de tokens
de entrada para o dataset Politifact. de entrada para o dataset Welfake.

6.4.1 Meétrica PoC-score

Para complementar a anélise de desempenho tradicional dos modelos, propo-
mos a métrica PoC-score, que quantifica a relagao entre desempenho e eficiéncia
economica dos modelos. O PoC-score é calculado como a razao entre o Fl-score
obtido pelo modelo e seu custo operacional por hora (USD/h), conforme expressa a

féormulas

F'1-score
Custo por hora (USD/h)

Essa métrica incentiva a adog¢ao de modelos custo-eficientes, penalizando solu-

P OCscore =

¢oes que, embora apresentem alto desempenho, possuam custos operacionais eleva-
dos. Além disso, ela contextualiza o desempenho ao permitir a comparacao entre

modelos com Fl-score semelhante, mas com custos significativamente diferentes,
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evidenciando cendrios em que modelos ligeiramente menos precisos podem ser pre-
feriveis devido ao melhor custo-beneficio.

O PoC-score também reflete uma preocupagao pratica alinhada aos objetivos
organizacionais, considerando que, em aplicagoes reais, restricoes como orcamento,
tempo de inferéncia ou impacto econémico sao tao relevantes quanto a acurécia.
Por fim, trata-se de uma métrica adaptavel a multiplos dominios, podendo ser ajus-
tada para incorporar diferentes tipos de custos, como consumo de GPU, tempo de
processamento, ou até o custo indireto de analises manuais decorrentes de falsos
positivos.

No entanto, a utilizagdo do PoC-score também apresenta limitacoes importantes.
O primeiro desafio reside na propria definicdo do custo, que pode assumir multiplas
dimensbes: monetaria, computacional, energética ou até humana. Essa ambigui-
dade impacta diretamente a comparabilidade dos resultados, uma vez que diferentes
trabalhos podem adotar critérios distintos para calcular o custo, comprometendo a
reprodutibilidade e a padronizacao.

Além disso, a métrica pode mascarar deficiéncias no desempenho absoluto dos
modelos. Um modelo com F1 baixo pode, aparentemente, apresentar um bom PoC-
score se seu custo for suficientemente reduzido, o que pode levar a interpretacoes
equivocadas ou otimizagoes excessivamente focadas na métrica, em detrimento da
qualidade do modelo. Isso é evidente, por exemplo, no desempenho do modelo
Gemma-2B, que, apesar de apresentar resultados de F1 significativamente inferiores
ao Gemma-7B em praticamente todas as bases, acaba figurando com um PoC-score
bastante competitivo devido ao seu custo extremamente baixo. Esse tipo de situacao
ilustra claramente como a métrica pode favorecer modelos pouco precisos quando o
custo se torna o fator dominante.

Outro ponto critico é que, diferentemente de métricas tradicionais como o F1-
score, que possuem uma escala bem definida e interpretavel (de 0 a 1), o PoC-
score nao é simétrico nem padronizado, dependendo diretamente da escala do custo
adotado. Isso dificulta sua interpretacao direta e torna sua aplicagdo mais sensivel
ao contexto especifico.

Os graficos da figura apresentam os melhores resultados do PoC-score para
os diferentes modelos avaliados em cada base de dados, proporcionando uma com-
paragao clara entre desempenho e eficiéncia econdmica na tarefa de detecgao de fake

news.

Comparacao entre o PoC-score e o C-Score

Visando ampliar a andlise de custo-beneficio no problema de detecgao de fake
news, além do PoC-score, este trabalho também adota o C-Score, proposto por

MARWAH et al.| (2024). Essa métrica foi projetada para problemas de classificagdo
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Figura 6.11: Comparacao do PoC-score dos modelos em diferentes bases de dados
de detecgao de fake news.

com custos assimétricos, nos quais os impactos de falsos positivos (FP) e falsos
negativos (FN) podem ter pesos distintos.

O C-Score é calculado por meio da seguinte férmula:

1
Precision

CScore = ( -1- rc) - Recall + rc (6.1)

onde Precision e Recall sdo as métricas tradicionais, e rc (cost ratio) representa

a razao entre o custo de um FN e o custo de um FP:

_ Custopn

rc (6.2)

"~ Custopp
Em contextos praticos, definir ¢ ¢ um desafio, pois depende da priorizagao dos
impactos que cada tipo de erro pode gerar. Por exemplo, classificar uma noticia
falsa como verdadeira (FN) pode ter consequéncias diferentes de classificar uma
verdadeira como falsa (F'P), dependendo do dominio, aplicagdo ou contexto social e
econdmico.
Neste trabalho, adota-se inicialmente a hipétese simplificadora de que ambos os

erros possuem o mesmo peso, isto é:

re=1 (6.3)

Essa escolha permite uma comparacgao direta entre o PoC-score e o C-Score sem
a introducgao de vieses decorrentes da atribuicao de pesos diferenciados entre FP e

FN. Apesar disso, reconhece-se que essa suposi¢ao pode nao refletir todos os cenérios
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do mundo real, e futuros trabalhos podem explorar diferentes valores de rc¢ conforme
o dominio.

Vale destacar que, diferentemente do PoC-score, o C-Score nao é uma métrica
normalizada entre 0 e 1, e sua interpretacdo é menos intuitiva. Além disso, o C-
Score pode assumir valores negativos, especialmente quando a precisdao do modelo é
inferior a (14 rc). Isso reflete uma caracteristica intrinseca da métrica, que prioriza
fortemente o equilibrio entre precisao e recall, ponderado pelo custo relativo.

Por fim, ambas as métricas compartilham limitagoes comuns na quantificagao

do custo, como:

o Dificuldade na definicao do custo: Determinar se o custo deve ser mone-
tario, computacional, energético ou social é uma decisao que impacta direta-

mente a métrica.

o Comparabilidade limitada: Modelos avaliados sob diferentes defini¢coes de
custo nao sao comparaveis diretamente, o que compromete a padronizacao e

reprodutibilidade.

» Risco de otimizagoes oportunistas: Existe a possibilidade de manipulacao
dos parametros de custo para inflar a métrica, sem refletir melhorias reais no

modelo.

« Perda de simetria e normalizagao: Diferente de métricas como F1, que
variam entre 0 e 1, tanto o PoC-score quanto o C-Score dependem da escala

escolhida para o custo, dificultando interpretacdes diretas.

e Mascaramento de deficiéncias no desempenho: Um modelo com F1
baixo pode apresentar um PoC-score ou C-Score aparentemente atrativo se
o custo for suficientemente baixo. Por exemplo, observa-se que o modelo
Gemma-2B, embora apresente um desempenho significativamente inferior ao
Gemma-7B em termos absolutos de F1, atinge um PoC-score bastante com-

petitivo devido ao seu custo operacional extremamente reduzido.

Apesar dessas limitagoes, a adogado de métricas custo-sensiveis, como o PoC-score
e o C-Score, representa um avanco na avaliacao pratica de modelos, especialmente em
cenarios onde os recursos sao finitos e o custo operacional é um fator determinante
na escolha da solucao.

A Figura [6.12] apresenta uma comparagao entre o C-score e o PoC-score dos
melhores resultados em cada base, incluindo também o FI-score bruto, de forma
a considerar nao apenas a relagao custo-beneficio dos modelos, mas também seu

desempenho absoluto.
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Figura 6.12: Comparacao do PoC-score dos modelos em diferentes bases de dados
de deteccao de fake news.

6.4.2 Desempenho dos Resultados do Fine-Tuning

Os resultados obtidos indicam que o processo de fine-tuning dos modelos
GEMMA 7B Instruct e LLaMA 3.1 70B Instruct proporciona ganhos de desem-
penho mensuraveis. Observa-se que, para a base COVID, o fine-tuning elevou o
Fl-score de 0,9150 para 0,9431 no modelo avaliado, enquanto para a base LIAR
houve um incremento do F1-score de 0,5764 para 0,6253.

Esses incrementos, apesar de parecerem modestos, representam avangos impor-
tantes em cenarios reais, onde pequenas melhorias na deteccao de fake news podem
impactar significativamente a qualidade das andlises e a confiabilidade dos sistemas.

Contudo, tais melhorias vém acompanhadas de um custo computacional e fi-
nanceiro consideravel, conforme evidenciado pelos tempos de treinamento e custos
estimados para cada modelo e base. O trade-off entre custo e beneficio deve ser cui-
dadosamente avaliado em ambientes de producao, especialmente para modelos de
grande porte como o LLaMA 3.1 70B. A figura ilustram o PoC obtido para os
experimentos de fine-tuning nas bases COVID e LIAR, permitindo uma comparagao

visual clara da eficiéncia dos investimentos realizados.
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Figura 6.13: Resultados do PoC-score obtidos no fine-tuning dos modelos GEMMA
7B e LLaMA 3.1 70B para as bases LIAR e COVID.

6.5 Analise dos Resultados do Fine-Tuning

Os resultados obtidos a partir do fine-tuning dos modelos nas bases COVID e
LIAR revelam comportamentos distintos, diretamente relacionados as caracteristicas
estruturais de cada conjunto de dados.

Na base COVID, observa-se que o fine-tuning proporcionou melhorias signifi-
cativas em todas as métricas avaliadas. Para o modelo Llama-3-1-70B-Instruct-
fine-tuned, a configuragao few-shot com ambas as defini¢bes alcangou um F1 score
de 0,9431 e acuracia de 0,9393, valores superiores aos obtidos sem fine-tuning (F1
score de 0,9150). Isso demonstra que a especializagdo supervisionada foi efetiva,
possivelmente porque os textos na base COVID apresentam um ntimero médio de
tokens suficiente para que os modelos extraiam informagoes contextuais relevantes.
Adicionalmente, a variacao entre as diferentes estratégias de prompting (few-shot e
zero-shot) é relativamente pequena, indicando que, apds o fine-tuning, os modelos
se tornaram menos dependentes de instrugoes explicitas no prompt.

Por outro lado, na base LIAR, o impacto do fine-tuning foi bastante limi-
tado. Embora haja uma ligeira melhora na acurdcia em algumas configuragoes
— por exemplo, o modelo Llama-3-1-70B-Instruct-fine-tuned na configuragao zero-
shot (true definition) atingiu uma acurécia de 71,17% —, os F1 scores permaneceram
baixos, nao ultrapassando 0,6253. Além disso, ha uma discrepancia relevante entre
precisao e recall, especialmente em configuragoes zero-shot, evidenciando instabili-
dade na capacidade do modelo de balancear falsos positivos e falsos negativos. Essa
dificuldade estd diretamente relacionada a natureza da base LIAR, composta por
textos extremamente curtos, com média de tokens por instancia significativamente
inferior & base COVID (conforme discutido na Figura[5.1d). A escassez de contexto
textual limita a capacidade dos modelos de linguagem em capturar padroes seman-
ticos robustos, tornando a tarefa de classificagdo mais desafiadora, mesmo apds o

ajuste supervisionado.

90



De forma geral, o fine-tuning demonstrou ser uma estratégia eficaz para cena-
rios em que ha maior disponibilidade de contexto textual, como é o caso da base
COVID. Entretanto, em bases como a LIAR, a estratégia apresentou ganhos mar-
ginais, reforcando a hipotese de que, para tarefas de classificacdo envolvendo textos
muito curtos, o simples ajuste dos pesos dos modelos nao é suficiente. Nesses casos,
abordagens complementares, como o uso de informacoes estruturadas adicionais,
expansao do contexto via recuperacao de documentos ou enriquecimento semantico,
podem ser necessarias para superar as limitacoes impostas pela propria natureza
dos dados.

Além disso, ao comparar os F1 scores médios, observa-se que o fine-tuning elevou
o desempenho na base COVID (F1 de 0,9431 com fine-tuning contra 0,9150 sem).
Entretanto, na base LIAR, ocorreu o oposto, com uma leve reducao no F1 score
apds o fine-tuning (0,5764 com fine-tuning contra 0,6253 sem). Isso corrobora a
conclusao de que, embora o fine-tuning seja uma estratégia robusta, sua efetividade
estd fortemente condicionada as caracteristicas linguisticas e estruturais do conjunto
de dados utilizado.

Por fim, vale ressaltar que o desempenho na base COVID do modelo Gemma
2B, com um F1 de 0,9404, se equipara ao desempenho do modelo Liama 3.1-70B
que tem um custo por hora quase dez vezes maior. Tornando assim o Gemma 7B a

op¢ao mais interessante nesse cenario.

6.5.1 Modelo Selecionado para a Solugao Final

Com base na analise detalhada dos resultados apresentados nas se¢oes anteriores,
a escolha do modelo para a solucdo final recaiu sobre o Gemma-7B-Instruct. Essa
decisao esta fundamentada em uma analise multidimensional que considera tanto o
desempenho técnico quanto fatores operacionais relacionados a custo, escalabilidade
e viabilidade pratica.

Em termos de desempenho, o Gemma-7B-Instruct apresentou resultados consis-
tentes e competitivos na maioria das bases avaliadas, destacando-se especialmente
em conjuntos como COVID, FakeNewsNet e ISOT. Embora nao tenha atingido os
mesmos niveis de robustez e generalizagdo observados no Llama-3.1-70B, o Gemma-
7B oferece um equilibrio satisfatério entre recall e precisao, além de demonstrar
menor sensibilidade as variagoes de prompt quando comparado ao modelo de menor
porte (Gemma-2B).

Adicionalmente, a analise de custo computacional foi um fator decisivo. En-
quanto o Llama-3.1-70B impoe elevados custos operacionais — inviabilizando seu
uso continuo em ambientes com restrigdes de orgamento ou infraestrutura —, o

Gemma-7B opera em instancias significativamente mais acessiveis, com custo-hora
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inferior a 7 ddélares, mantendo desempenho competitivo. Esse fator torna o mo-
delo particularmente adequado para aplicagoes em producao, onde ha necessidade
de otimizar a relagdo custo-beneficio sem sacrificar excessivamente a qualidade dos
resultados.

Por fim, os resultados obtidos com o modelo DeepSeek-R1 Distill Qwen 32B
reforcam essa escolha. Apesar de possuir mais pardmetros que o Gemma-7B, o
DeepSeek-R 1 nao apresentou ganhos proporcionais em desempenho que justificassem
seu custo operacional quatro vezes maior. Isso consolida o Gemma-7B-Instruct como
uma solugao de excelente custo-efetividade para a tarefa de deteccao de fake news
no contexto avaliado.

Portanto, a combinac¢do de desempenho técnico adequado, estabilidade frente as
variagoes de configuracao, e viabilidade economica posiciona o Gemma-7B-Instruct
como o modelo mais indicado para compor a arquitetura da solugao proposta neste
trabalho.
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Capitulo 7

Conclusoes e Trabalhos Futuros

7.1 Comparacao dos Resultados em Diferentes

Bases para Deteccao de Fake News

Nesta secao, comparamos o desempenho dos modelos Gemma-2B-Instruct,
Gemma-7B-Instruct e Llama-3.1-70B-Instruct ao serem avaliados em muiltiplas ba-
ses de dados relevantes para a deteccao de fake news: COVID, LIAR, FakeNewsNet,
ISOT, PolitiFact FactCheck Data e WELFAKE. Essa anélise destaca padroes gerais,
desafios especificos de cada base, e o impacto das estratégias zero-shot e few-shot

com diferentes tipos de defini¢oes.

Impacto do Tamanho do Modelo e Robustez

De forma consistente, observamos que o aumento da capacidade do modelo —
da Gemma-2B para a Gemma-7B, e principalmente para o Llama-3.1-70B — traz
ganhos relevantes em desempenho, sobretudo em termos de F1-Score e recall. O
Llama-3.1-70B se destaca por sua robustez e estabilidade entre as configuragoes
zero-shot e few-shot, enquanto os modelos Gemma menores apresentam desempenho

mais erratico e maior sensibilidade a formulacao do prompt e das definigoes.

Comparagao entre Cenarios Zero-Shot e Few-Shot

Surpreendentemente, em varias bases — incluindo FakeNewsNet, ISOT e Poli-
tiFact — o cenario zero-shot apresentou resultados superiores ou pelo menos equi-
valentes aos do few-shot, especialmente para o modelo Gemma-7B. Isso sugere que
fornecer exemplos no few-shot nem sempre contribui para a melhoria da classifi-
cagdo, possivelmente devido a exemplos pouco representativos, ruidosos ou a uma
sobrecarga cognitiva para o modelo, que pode causar confusao semantica.

No Llama-3.1-70B, a diferenca entre zero-shot e few-shot é menos pronunciada,
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reforcando sua maior capacidade de generalizacao e adaptabilidade a diferentes for-

mulagoes.

Influéncia das Defini¢coes no Prompt

O uso da técnica output constraint provou-se extremamente eficiente, dado a
taxa de alucinacao quase nula em todo o experimento. Este resultado contrasta com
estudos anteriores, como o de JUNIOR (2024), que reportaram taxas de alucinagao
de até 16% em cendrios sem restricao de saida, especialmente em tarefas sensiveis a
geracao livre de texto. Isso reforga a efetividade de estratégias que limitam o espaco
de resposta dos modelos, mitigando significativamente erros factuais.

O uso de definigoes explicitas (“true”, “false”, “both”) mostrou efeitos varidveis.
Para modelos menores (Gemma-2B e 7B), a inclusdo da definicdo “both” frequen-
temente prejudicou o desempenho, indicando que o excesso de informacao ou uma
formulagao ambigua pode levar a confusao do modelo. Ja o Llama-3.1-70B apresen-
tou maior tolerancia a diferentes defini¢oes, embora nao tenha havido um padrao
uniforme de beneficio, e em algumas bases a auséncia de defini¢oes (“none”) levou

a resultados melhores.

Analise por Base de Dados

Base COVID: A base mais simples do conjunto, onde o Llama-3.1-70B alcangou
F1 acima de 0,84 em quase todos os cenarios, com bom equilibrio entre precisao e
recall. Gemma-7B ja apresentou melhorias significativas em relacdo ao 2B, mas
ainda com tendéncias de alta sensibilidade (alto recall e baixa precisao).

Base LIAR: Confirmada como uma base desafiadora devido a sua alta diver-
sidade e a menor redundancia semantica presente nos dados. Grande parte das
noticias contém textos muito curtos, com cerca de 15 palavras em média, o que
limita significativamente o contexto disponivel para os modelos. Essa escassez de
informacao contextual dificulta a identificacdo precisa da veracidade das afirmagoes,
impactando negativamente o desempenho, especialmente dos modelos menores e em
cenarios zero-shot. Nenhum modelo conseguiu ultrapassar F1 proximo a 0,57, evi-
denciando a complexidade do desafio proposto por esta base.

FakeNewsNet: Ambos os modelos enfrentaram dificuldades, com acuracias
abaixo de 70%. Surpreendentemente, nesta base, o melhor resultado em termos de
F1 foi para o modelo Gemma 7b.

ISOT: Mostrou-se mais facil que FakeNewsNet e PolitiFact. Llama-3.1-70B
atingiu os melhores resultados, com acuracia superior a 75% e F1 acima de 0,80
na melhor configuracao zero-shot. Gemma-7B teve desempenho inferior, com alta

sensibilidade, porém com muitos falsos positivos.
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PolitiFact FactCheck Data: Trata-se de uma base desafiadora, caracterizada
por textos curtos, muitas vezes ambiguos, e por um forte desbalanceamento, com
aproximadamente trés vezes mais noticias falsas do que verdadeiras. Esse fator
contribui para enviesar os modelos na predicao da classe majoritaria, o que se reflete
na predominancia de alta sensibilidade em detrimento da precisao, indicando um
alto custo em falsos positivos. O desempenho geral ficou abaixo do esperado para
ambos os modelos, com baixa precisao e F1 abaixo de 0,49 no Gemma-7B, e apenas
modestos ganhos no Llama-3.1-70B, que alcancou F1 de até 0,56.

WELFAKE: O cenario mais critico para ambos os modelos. A base é composta
por textos longos, com média de aproximadamente 500 tokens por noticia, podendo
ultrapassar 1.000 tokens em muitos casos. Esse fator impoe uma elevada sobrecarga
cognitiva aos modelos, especialmente no processamento de relagoes de longo alcance
e na retencao de informagoes relevantes. O Gemma-7B alcangou acuracia moderada
(50%) e F1 até 0,67 em few-shot (none), porém com alto recall e baixa precisdao. Ja
o Llama-3.1-70B apresentou desempenho quase aleatorio, com véarias configuragoes
abaixo de 24% em acurdcia e F1 muito baixos, o que reforca a elevada dificuldade

imposta por essa base.

Padroes Gerais e Implicagoes

O Llama-3.1-70B se mostra o modelo mais apto para a tarefa, oferecendo maior
estabilidade, menor sensibilidade a formulagdo do prompt, e melhor equilibrio entre
métricas em bases variadas.

O desempenho inferior em bases como LIAR, PolitiFact e WELFAKE indica
limitagoes dos modelos de linguagem generalistas para tarefas complexas, sobretudo
em dominios com textos curtos, ambiguos, ou altamente diversificados.

A preferéncia pelo zero-shot em vez do few-shot em varias situacoes sugere que
modelos instruidos podem beneficiar-se mais de prompts claros e diretos do que
de exemplos ilustrativos, especialmente se estes forem mal formulados ou pouco
representativos.

A alta sensibilidade com baixa precisao é uma tendéncia recorrente, refletindo
a prioridade dos modelos em minimizar falsos negativos as custas de muitos falsos
positivos — uma caracteristica importante a ser considerada em aplica¢des praticas,

pois falsos positivos excessivos podem prejudicar a confianca no sistema.

7.2 Conclusao

A presente pesquisa buscou responder as questoes delineadas na Secao [I.3], avali-

ando o uso de modelos de linguagem de grande porte (LLMs) na tarefa de detecgao
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de fake news. As respostas as perguntas propostas sao apresentadas a seguir.

1. LLMs sao capazes de identificar noticias falsas?

De maneira geral, sim. Os resultados obtidos demonstram que os LLMs pos-
suem capacidade concreta para realizar a deteccao de fake news em multiplos
contextos. Entretanto, seu desempenho é altamente dependente das caracte-
risticas dos dados. Nas bases com textos mais longos, maior riqueza contextual
e menor nivel de ruido, como COVID e ISOT, os modelos apresentaram re-
sultados excelentes, superando F1-scores de 0,90 em alguns casos. Por outro
lado, em bases mais desafiadoras, como LIAR e PolitiFact, compostas por
textos curtos e muitas vezes ambiguos, o desempenho dos LLMs se mostrou

inferior, indicando limitacoes claras nesse tipo de cenario.

. Como os LLMs se comparam em desempenho com o estado da arte?
De maneira geral, os LLMs apresentaram desempenho competitivo em algumas
bases, mas ainda ficam atras do estado da arte em outras. Na base COVID, os
modelos se mostraram particularmente fortes, com destaque para o LLaMA
3.1 70B, que obteve um F1 de 0,9015 e recall de 0,9688, valor bastante com-
petitivo frente aos melhores resultados da literatura (accuracy de 98,5%). Na
FakeNewsNet, embora os F1 estejam na faixa de 0,69 a 0,75, os modelos po-
dem ser considerados competitivos, especialmente devido a complexidade da

base e auséncia de benchmarks amplamente consolidados.

Por outro lado, nas bases ISOT, PolitiFact e WELFake, os LLMs ficaram sig-
nificativamente abaixo dos resultados reportados na literatura, que superam
95% de acurdcia com modelos tradicionais relativamente simples, como Re-
gressao Logistica e Stacking Ensemble. Na base LIAR, os LLMs também nao
superaram o estado da arte, embora os resultados estejam na faixa tipica-
mente observada em estudos anteriores, considerando a dificuldade intrinseca

da base.

Esses achados indicam que, embora os LLMs sejam ferramentas poderosas e
apresentem desempenho competitivo em alguns cenarios, eles ainda nao substi-
tuem completamente modelos supervisionados tradicionais, especialmente em
bases mais simples ou bem estruturadas, onde representagoes vetoriais e clas-
sificadores convencionais como SVM, Random Forest e ensembles continuam

superiores.

. Qual é a relagao de custo-beneficio entre LLMs de diferentes mode-
los e tamanhos?
A analise revelou que, embora exista uma tendéncia de modelos maiores apre-

sentarem melhor desempenho, esse ganho nao cresce na mesma proporcao do
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aumento no tamanho do modelo. Por exemplo, ao comparar o LLaMA 3.1-70B
com o Gemma-7B — cuja diferenca de tamanho é de 10 vezes — observa-se
que o Fl-score do LLaMA é, em média, apenas de 5 a 10 pontos percentuais
maior nas bases em que supera o Gemma. No entanto, o custo operacio-
nal cresce de forma muito mais acentuada, sendo aproximadamente 6 vezes
maior para o LLaMA 70B. Esse descompasso entre aumento de desempenho e
escalada de custos torna os modelos intermediarios, como o Gemma-7B, signi-
ficativamente mais atraentes do ponto de vista de custo-beneficio. Em diversos
casos, esses modelos menores alcangam desempenhos competitivos, proximos
ou até superiores aos modelos maiores, especialmente quando se consideram
bases especificas ou cenarios de zero-shot. Além disso, estratégias como fine-
tuning se mostraram extremamente eficazes para potencializar o desempenho
dos modelos menores, ampliando ainda mais sua vantagem relativa em termos

de eficiéncia e viabilidade economica.

De forma geral, os experimentos realizados demonstram que os LLMs sao ferra-
mentas promissoras para a deteccao de fake news, especialmente quando aplicados
em dominios com maior riqueza textual. No entanto, seu uso deve ser ponderado de
acordo com as caracteristicas da aplicacao, o volume de dados, os custos operacionais

e a necessidade (ou nao) de realizar ajustes finos nos modelos.

7.3 Trabalhos Futuros

Como trabalhos futuros, destaca-se a necessidade de uma explora¢do mais apro-
fundada de técnicas de fine-tuning. Investigar abordagens de ajuste fino mais so-
fisticadas, potencialmente combinadas com estratégias de prompt engineering, pode
revelar melhorias significativas no desempenho e na estabilidade dos modelos.

Outra direcao importante envolve a andlise do custo de inferéncia em relacao a
performance dos modelos, fator crucial para aplicagdes praticas. Avaliar a eficién-
cia computacional e otimizar o uso dos grandes modelos de linguagem (LLMs) em
ambientes de produgao permitird um melhor balanceamento entre custo e beneficio,
contribuindo para a viabilidade do uso desses modelos em larga escala.

Além disso, os resultados indicam que o alto desempenho observado na base
COVID pode estar associado ao amplo conhecimento prévio dos LLMs em dominios
médicos e cientificos, reflexo do contetido diverso utilizado durante o treinamento.
Em contrapartida, bases com tematicas mais variaveis e complexas, como noticias
politicas e de entretenimento, demonstraram resultados inferiores, sugerindo que
futuras pesquisas devem explorar estratégias especificas para lidar com essa diversi-

dade, como o enriquecimento semantico ou recuperagao contextual de documentos.
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Outra linha promissora é a avaliacao de técnicas de ensemble, que combinam
previsoes de multiplos modelos para aumentar a robustez e a precisao na detec-
¢do de fake news. Essa abordagem pode aproveitar os pontos fortes de diferentes
arquiteturas e configuragoes, mitigando as limitagdes individuais observadas nos
experimentos.

Por fim, sugere-se investigar métodos para lidar com os desafios impostos por
bases com textos muito longos ou muito curtos, como as bases WELFAKE e LIAR,
respectivamente. Para isso, o uso de técnicas de pré-processamento, segmentacgao de
texto, e inclusao de informagoes estruturadas ou metadados pode ser essencial para
superar as limitagoes atuais.

Adicionalmente, mesmo nos cenarios em que os LLMs nao apresentaram o melhor
desempenho bruto em termos de métricas supervisionadas, eles se mostram extre-
mamente promissores como componentes auxiliares em pipelines de deteccao de fake
news. Entre as aplicagoes potenciais, destacam-se: (i) geracao de embeddings seman-
ticos ricos que podem ser utilizados como entrada para classificadores tradicionais,
(ii) enriquecimento dos dados por meio de sumarizagao, expansao textual e extragao
de entidades, (iii) pré-processamento semantico avangado, incluindo desambiguagao
e normalizacao de textos, (iv) filtragem preliminar de conteidos irrelevantes ou nao
noticiosos e (v) integragdo em modelos hibridos, nos quais os LLMs fornecem repre-
sentacoes contextuais ou classificagoes preliminares que sao posteriormente refinadas
por modelos mais especializados e eficientes.

Essas diregoes nao apenas visam a melhoria do desempenho técnico dos modelos,
mas também a construcao de sistemas mais robustos, interpretaveis e eficientes, ali-
nhados as demandas praticas e operacionais da detecgao de fake news em ambientes

reais.
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Apéndice A
Estrutura dos Prompts

Os prompts foram estruturados em duas categorias principais: base e defi-
nitions. O prompt base é dividido em versoes zero-shot e few-shot, enquanto as

defini¢oes servem para contextualizar o conceito de noticia falsa e verdadeira.

+ Base:

— Zero-shot: O modelo recebe a mensagem para classificar, com a instrugao
clara de retornar apenas a classificacio em uma tnica palavra, true ou

false, sem explicacoes adicionais.

— Few-shot: Além da mensagem a ser classificada, o modelo recebe exem-
plos préticos previamente classificados para auxiliar no entendimento da

tarefa.

o Definitions: Sao textos explicativos opcionais que descrevem os conceitos de
Fake News e True News, baseados em referéncias académicas relevantes. Esses
textos podem ser incluidos ou omitidos no prompt para verificar o impacto no

desempenho do modelo.

A.1 Exemplo do JSON do Prompt

"base": {

"zero-shot": "Classify the following statement as
'False' or 'True':\n Message: {{message}}.\n Return
only the Classification in a single word (true / false)
without any further explanation:",

"few-shot": "Classify the following statement as

'False' or 'True': \n Message: {{message}}.\n Example 1:
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Message: The CDC currently reports 99031 deaths. In
general the discrepancies in death counts between
different sources are small and explicable. The death
toll stands at roughly 100000 people today.

Conclusion: True \n Retraction -Hydroxychloroquine or
chloroquine with or without a macrolide for treatment
of COVID-19: a multinational registry analysis - The
Lancet https://t.co/L5V2x6G90r. Conclusion: False
\n Now classify the following message: \n Message: {{
messaget} Return only the Classification in a single

word without any further explanation (True / False):"

} s

"definitions": {
Ilnonell 0 nn s
"false-definition": "Fake News: According to Tandoc

et al. (2018), fake news refers to content deliberately
created and disseminated with the intent to deceive the
public, often for financial, political, or other gains.
These pieces mimic real news in format but lack any
commitment to factual accuracy. Unlike other forms of
misinformation like rumors or satire, fake news is
crafted to appear credible while misleading its
audience on purpose.",

"true-definition": "True News: True news, as
outlined by Kovach and Rosenstiel (2001), follows core
journalistic principles, relying on rigorous
fact-checking, verifiable sources, and transparency.
The primary aim is to inform the public accurately and
impartially, with a strong commitment to truth,
avoiding manipulation or distortion of facts.",

"both-definition": "Fake News: According to Tandoc
et al. (2018), fake news refers to content deliberately
created and disseminated with the intent to deceive the
public, often for financial, political, or other gains.
These pieces mimic real news in format but lack any
commitment to factual accuracy. Unlike other forms of
misinformation like rumors or satire, fake news is
crafted to appear credible while misleading its

audience on purpose. True News: True news, as outlined
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by Kovach and Rosenstiel (2001), follows core
journalistic principles, relying on rigorous
fact-checking, verifiable sources, and transparency.
The primary aim is to inform the public accurately and
impartially, with a strong commitment to truth,
avoiding manipulation or distortion of facts."

11 +

12 }

Listing A.1: Estrutura JSON dos Prompts

A.2 Exemplo Pratico
Considerando a noticia abaixo, a classificagdo deve ser feita conforme o prompt:

Elon Musck To New Baby; Get A Job Kid! https://t.co/bc8Re0Ai3Y

#christmas #covidl9 #elonmusk #achristmascarol

O modelo recebe a instrugao no formato zero-shot ou few-shot para classificar a

mensagem apenas como true ou false.
Exemplo de prompt preenchido (zero-shot):

Classify the following statement as ’False’ or "True’:

Message: Elon Musck To New Baby; Get A Job Kid!
https://t.co/bc8Re0AI3Y #christmas #covidl9 Felonmusk Fach-
ristmascarol.

Return only the Classification in a single word (true / false) without

any further explanation:

O modelo deve responder com apenas uma palavra: false (neste caso, dado que

o titulo ¢ falso e sensacionalista).
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Apéndice B

Cédigos Utilizados

Nesta secao sao apresentados os principais coédigos usados para realizar as pre-

digoes nos experimentos desta dissertacgao.

import boto3
from sagemaker.predictor import Predictor, retrieve_default
import sagemaker
from utils import (
generate_instruction_prompt,
prepare_prompt_list,
process_csv,
get_generated_text,
)
import pandas as pd
import time
from transformers import GPT2Tokenizer

import csv

5| import threading

tokenizer = GPT2Tokenizer.from_pretrained( )

datasets = {
{
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31

32

33

34

35

36

37

38

39

40

41

42

43

44

46

47

48

49

50

51

52

53

58

59

60

61

62

63

64

66

67

68

69

70

'prompt_path': 'prompts/prompts-fakenewsnet.json'

3,
'isot': {
'path':
'../../datasets-fake-news/processed/split_data/isot_complete_test.cs
'prompt_path': 'prompts/prompts-isot.json'
3,
'politifact_factcheck_data': {
'path':
'../../datasets-fake-news/processed/split_data/politifact_factcheck_
'prompt_path': 'prompts/prompts-politifact.json'
3,
'welfake': {
'path':
"../../datasets-fake-news/processed/split_data/welfake_test.csv',
'prompt_path': 'prompts/prompts-welfake.json'
X
b
models = {
'gemma-2b': {
'model_id': 'google/gemma-2b',
'model_name': 'Gemma-2B-Instruct',
'model_family': 'gemma',

'"endpoint_name':
'jumpstart-dft-hf-llm-gemma-7b-instr-20241103-193822",

'new': True,
"tuned_for': None

+,

"gemma-7b": {
"model_id": "google/gemma-7b",
"model_name": "Gemma-7B-Instruct",
"model_family": "gemma",

'"endpoint_name':
'jumpstart-dft-hf-l1lm-gemma-7b-instr-20241116-155953"',

"new": True,
"tuned for': None

},

"llama-3-1-70b": {
"model_id": "meta-llama/Meta-Llama-3-70B-Instruct",
"model _name": "Llama-3-1-70B-Instruct",
"model_family": "llama3",

"endpoint_name":
"jumpstart-dft-llama-3-1-70b-instruc-20241225-133356",

# "inference_component_mname":
"meta-textgeneration-llama-3-70b-instruct -20240606-134652",
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96

116

5| def

5| def

def

True,
7000

True,
1024

extract_predicted_label (generated_text):

predicted_label =

if (predicted_label == None):
return predicted_label

if (generated_text.startswith( )):
predicted_label =

elif (generated_text.startswith( DE
predicted_label =

else:
_str = generated_text.split( ) [0]

if in _str:

predicted_label

elif in _str:

predicted_1label

elif in _str:

predicted_label

elif in _str:

predicted_label
return predicted_label
read_dataset (key):

return pd.read_csv(datasets[key][ 1, nrows=1000)

run_prediction(current_model_name, current_dataset_name):

current_model = models[current_model_namel
model_id = current_model.get( )
model_name = current_model.get( )
model_family = current_model.get( )
endpoint_name = current_model.get( )
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133

134

136

137

138

139

140

141

143

144

145

146

147

isNew = current_model.get("new"

tuned_for = current_model.get("tuned_for")

max_tokens = current_model.get("max_tokens")

if (tuned_for != None and tuned_for != current_dataset_name):
return

predictor = (

# Predictor(endpoint_name)

retrieve_default (
endpoint_name=endpoint_name

)

if current_model.get("new") == False

else retrieve_default(

endpoint_name=endpoint_name,

inference_component_name=current_model.get("inference component_name

)
)
predictor.content_type = "application/json"
predictor.accept = "application/json"

prompt_path datasets[current_dataset_name]['prompt_path']

prompt_list = prepare_prompt_list(prompt_path)

for key, prompts in prompt_list.items():

for _prompt in prompts:

definition = _prompt["definition"]
prompt = _prompt["prompt"]
print(

f"Running predictions for {model_name} with prompt
{key} and definitions: {definition}\n\n"
)

start_time = time.strftime (")V-%m-%dT%H:%M:%S")
filename =

f"predictions-{model_name}-{key}-{definition}-{start_timel}"
with open(

f"../results/{model name}/{current_dataset _name}/{filenamel}.csv",

n

w newline=""

”)
) as file:
writer = csv.writer(file)
writer.writerow(
["true", "prediction", "input_tokens",

"output_tokens", "current_time"]
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159

160

161

162

163

164

165

166

167

168

169

170

179

180

181

183

184

188

189

190

195

dataset = read_dataset(current_dataset_name)
for index, row in dataset.iterrows():
text = row['text']
text_limited_by_max_tokens = text[:max_tokens]
input_data = generate_instruction_prompt (prompt,
model_family, text_limited_by_max_tokens)
#input_data = gemerate_instruction_prompt (prompt,
model_family, row['text'])
payload = None

if model_family == 'deepseek':
payload = input_data
else:
payload = {
"inputs": input_datal["prompt"],
"parameters'": input_datal["parameters"],
}
response = predictor.predict(payload)
generated_text = get_generated_text(response,
isNew, model_family)
if generated_text == None:

generated_text = ''

generated_text = generated_text.lower ()
predicted_label =
extract_predicted_label (generated_text)
input_tokens = len(text.split(' '))
#len(tokentizer.encode (prompt))
output_tokens = len(generated_text.split(' '))

#len(tokenizer.encode (generated_text))

writer.writerow(
[row['label'], predicted_label, input_tokens,
output_tokens, time.strftime(")V-Ym-%dT/H:%M:7%S")]

)
pPrint (' - D)
print ('Prompt: ', prompt)
print ('Dataset: ', current_dataset_name)
print ('Model: ', current_model_name)

print( f'{index + 1} / {dataset.size} Items
processed')

print ('Generated text:', generated_text, '\n')
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196

198

199

200

201

202

203

204

205

206

207

208

209

9

10

11

12

19

20

21

22

23

24

26

27

print (' Input:', row['text'], '\nLabel:',
row['label'], '\nPrediction:',predicted_label, '\n')
p

end_time = time.strftime ("/Y-%m-%dT%H:%M:7%S")

run_prediction('llama-3-1-70b', 'fakenews-net')
run_prediction('llama-3-1-70b', 'isot')
run_prediction('llama-3-1-70b', 'politifact_factcheck_data')
run_prediction('llama-3-1-70b', 'welfake')

run_prediction('deep-seek-32B', 'covid')
run_prediction('deep-seek-32B', 'liar')

run_prediction('deep-seek-32B', 'fakenews-net')

Listing B.1: Cédigo de execugao das predi¢oes usando LLMs

import json
import csv

import re

def generate_instruction_prompt (prompt, model_name, question):
instruction_prompt = prompt.replace("{{message}}", question)
{

"temperature'": 0.01,

default_parameters

"return full text": False,

switch_case = {
"gemma": {
"prompt":
f"<bos>\n<start_of_turn>user\n{instruction_promptl}<end_of_turn>\n<st
"parameters'": default_parameters,
3,
# for llama3
"llama3": {
"prompt":
f"<|begin_of_text|><|start_header_id|>user<|end_header_id|>\n{instru
"parameters": {
"temperature": 0.01,
"details": False,
"return_full_text": False,
"max_new_tokens": 256,

"stop": "<|eot_id|>",
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28

29

30

31

def

},
"mistral": {

"prompt": £"<s>[INST]{instruction_prompt}[/INST]",

"parameters'": default_parameters,
1,
"falcon": {
"prompt": f"User: {instruction_prompt}\nAssistant:",
"parameters'": default_parameters,
1,
"deepseek": {
"messages": [
{
"role": "user",
"content": f"{instruction_promptl}"
}
1,

"max_ tokens": 1024

if model_name not in switch_case:
errMessage = "Model " + model_name + " not found"
raise ValueError (errMessage)

return switch_case[model_name]

prepare_prompt_list (prompt_path = "prompts/prompts.json"):
prompt_list = {}
with open(prompt_path, "r") as read_file:

prompts = json.load(read_file)

bases = prompts["base"]

definitions = prompts["definitions"]

for base_key, base in bases.items():
for definition_key, definition in definitions.items():
prompt = f'"\n{definition}\n\n{basel}"
# create a list of prompts for each key
if base_key not in prompt_list:
prompt_list [base_key] = []
prompt_list [base_key].append(

{"prompt": prompt, "definition": definition_keyl}

return prompt_list
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75| def process_csv(input_file, output_file, isMistral=False):

76 with open(input_file, "r") as csv_in, open(output_file, "w",
newline="") as csv_out:

77 reader = csv.reader(csv_in)

78 writer = csv.writer(csv_out)

79

80 # Write the header to the output file

81 writer.writerow(next(reader))

82

83 for row in reader:

84 # Use regex to capture 'Tozic', 'Not-Tozic' or Neutral in
the prediction

85 toxic_match = re.search(r" " ['\"]?(Toxic)['\"17¢", rowl[l],
re.IGNORECASE)

86 not_toxic_match = re.search(

87 r"[\"]?7(Not-Toxic) ["\"]7$", row[1], re.IGNORECASE

88 )

89 neutral_match = re.search(r" " ['\"]?(Neutral) ['\"]7$",
row[1], re.IGNORECASE)

90

91 if toxic_match or not_toxic_match or (neutral_match and
isMistral):

92 if toxic_match and not_toxic_match:

93 row[1] = -1

94 elif toxic_match:

95 row[1] =1

96 elif not_toxic_match:

97 row[1] = O

98 else:

99 row[1] = 0

100

101 if isMistral and neutral_match:

102 row[1] = 0

103 else:

104 # If not found, replace the prediction with an empty
string

105 row[1l] = -1

106 writer.writerow (row)

107

108

100| def get_generated_text(res, isNew, model_family):

110 generatedText = ""

111 # print ('Response:', res)

112 # print ('isNew:', disNew)

113 print ('model_family:', model family)

114 print('res:', res)

115

118




116 if model_family == 'deepseek':

117 return res["choices"][0] ["message"]["content"]
118

119 if isNew == True:

120 if model_family == "llama3":

121 generated_text = res["generated_text"]

122 else:

123 generated_text = res[0] ["generated_text"]
124 else:

125 res = res.decode("utf-8")

126 res = json.loads(res)

127 generated_text = res[0] ["generated_text"]

128

129 return generated_text

130
131
132
133

134| def extract_from_file_name(file_name) :

135 file_name = file_name.replace("predictions-", "")
136

137 # get the valuens until the first Instruct-

138

139 file_name = file_name.split("-Instruct-")

140 model _name = file_name[0] + "-Instruct"

141

142 # remove the date

143 prompt_strategy = file_name[1].split("-2024") [0]
144

145 return model_name, prompt_strategy

Listing B.2: Cédigo de execugao das predigoes usando LLMs

O codigo completo se encontra no GitHubEl

1Ihttps://github.com/douglascastrorj/llm-dissertation
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https://github.com/douglascastrorj/llm-dissertation

Lista de Comentarios
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