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Resumo da Dissertação apresentada à COPPE/UFRJ como parte dos requisitos
necessários para a obtenção do grau de Mestre em Ciências (M.Sc.)

UMA ABORDAGEM COM MULTIAGENTES BASEADOS EM LLMS PARA O
DESIGN DE JOGOS EDUCATIVOS

Caio Silva Azeredo

Junho/2025

Orientador: Geraldo Bonorino Xexéo

Programa: Engenharia de Sistemas e Computação

Este estudo desenvolveu um sistema multiagente baseado em Grandes Modelos
de Linguagem (LLMs) para otimizar o processo de design de jogos educacionais
endógenos. A pesquisa foi conduzida por meio da metodologia Design Science Re-
search, seguindo as etapas de conscientização do problema, proposição do artefato,
desenvolvimento, avaliação e comunicação dos resultados. O sistema integra quatro
módulos funcionais especializados: Brainstorming assistido por IA, Agente Socrático
para refinamento conceitual, preenchimento assistido do Endo-GDC (Game Design
Canvas para Jogos Educativos Endógenos), e classificação de objetivos educacionais
baseada na Taxonomia de Bloom Revisada. Foram analisados 26 estudos de caso
abrangendo diferentes contextos educacionais, desde ensino fundamental até forma-
ção corporativa, contemplando disciplinas como matemática, ciências, idiomas. Os
agentes foram categorizados em quatro tipos: Coordenador, Especialista em Me-
cânicas, Especialista em Narrativa e Especialista em Engajamento. Os resultados
evidenciaram alta aceitação tecnológica, com utilidade percebida de 6.23 em escala
de 7 pontos, adequação tarefa-tecnologia de 5.95, experiência algorítmica satisfatória
de 5.80 e efetividade processual de 5.89. Como parte da validação, foram aplicados
quatro frameworks estabelecidos (TAM, TTF, AX e ADDIE), que confirmaram a
eficácia do sistema em reduzir tempo de desenvolvimento mantendo qualidade pe-
dagógica. Concluiu-se que a abordagem multiagente baseada em LLMs representa
uma ferramenta robusta para democratizar o acesso ao design de jogos educacio-
nais, mostrando-se promissora para acelerar a inovação pedagógica e ampliar o uso
de metodologias ativas na educação.
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Abstract of Dissertation presented to COPPE/UFRJ as a partial fulfillment of the
requirements for the degree of Master of Science (M.Sc.)

AN APPROACH USING LLM-BASED MULTI-AGENTS FOR EDUCATIONAL
GAME DESIGN

Caio Silva Azeredo

June/2025

Advisor: Geraldo Bonorino Xexéo

Department: Systems Engineering and Computer Science

This study developed a multi-agent system based on Large Language Models
(LLMs) to optimize the design process of endogenous educational games. The re-
search was conducted using Design Science Research methodology, following the
stages of problem awareness, artifact proposition, development, evaluation, and
communication of results. The system integrates four specialized functional mod-
ules: AI-assisted Brainstorming, Socratic Agent for conceptual refinement, as-
sisted completion of Endo-GDC (Game Design Canvas for Endogenous Educational
Games), and educational objectives classification based on Bloom’s Revised Tax-
onomy. Twenty-six case studies were analyzed spanning different educational con-
texts, from elementary education to corporate training, encompassing subjects such
as mathematics, sciences, languages. Agents were categorized into four types: Co-
ordinator, Mechanics Specialist, Narrative Specialist, and Engagement Specialist.
Results evidenced high technological acceptance, with perceived usefulness of 6.23
on a 7-point scale, task-technology fit of 5.95, satisfactory algorithmic experience
of 5.80, and processual effectiveness of 5.89. As part of validation, four established
frameworks (TAM, TTF, AX, and ADDIE) were applied, confirming system ef-
fectiveness in reducing development time while maintaining pedagogical quality. It
was concluded that the LLM-based multi-agent approach represents a robust tool for
democratizing access to educational game design, showing promise for accelerating
pedagogical innovation and expanding the use of active methodologies in educatio
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Capítulo 1

Introdução

Este capítulo apresenta o contexto da pesquisa sobre sistemas multiagentes baseados
em LLMs para design de jogos educativos, estabelecendo a problemática do desen-
volvimento de jogos educacionais endógenos, a justificativa para aplicação de tecno-
logias emergentes neste contexto, e os objetivos que orientam o desenvolvimento de
uma solução automatizada para otimização do processo de design pedagógico.

O desenvolvimento de jogos educacionais enfrenta desafios relacionados à com-
plexidade na integração de elementos lúdicos com objetivos pedagógicos e ao tempo
necessário para criação de experiências de aprendizagem (PRENSKY, 2001). Desig-
ners educacionais necessitam conhecimento especializado tanto em design de jogos
quanto em pedagogia, além de enfrentarem dificuldades na classificação e definição
de objetivos educacionais adequados (TAUCEI, 2019).

Os Grandes Modelos de Linguagem (LLMs) apresentam capacidades de proces-
samento de linguagem natural que podem ser aplicadas em sistemas multiagentes
para automação de processos de design (ZHANG et al., 2024e). A integração destas
tecnologias em ferramentas de design de jogos educacionais representa uma oportu-
nidade para otimização do processo de desenvolvimento e democratização do acesso
a estas metodologias pedagógicas.

Esta dissertação apresenta um sistema multiagente baseado em LLMs para oti-
mizar o design de jogos educacionais endógenos através do preenchimento assistido
do Endo-GDC (Game Design Canvas para Jogos Educativos Endógenos). O sistema
integra quatro módulos funcionais: brainstorming assistido por IA, agente socrático
para refinamento conceitual, preenchimento assistido do canvas, e classificação de
objetivos educacionais baseada na Taxonomia de Bloom.

1.1 Justificativa

A criação de jogos educacionais requer tempo considerável e conhecimento especiali-
zado, limitando sua adoção em contextos educacionais (PRENSKY, 2001). Estudos
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indicam que o processo de design de jogos educacionais endógenos demanda com-
preensão simultânea de mecânicas de jogo, objetivos pedagógicos e estratégias de
engajamento (TAUCEI, 2019).

Os sistemas multiagentes baseados em LLMs demonstram capacidades de coor-
denação e comunicação que podem ser aplicadas para automação de processos com-
plexos (CHEN et al., 2023c). A aplicação destas tecnologias no contexto educacional
pode contribuir para redução do tempo de desenvolvimento mantendo qualidade pe-
dagógica.

O Endo-GDC constitui uma ferramenta estruturada para design de jogos edu-
cacionais, porém seu preenchimento manual demanda conhecimento especializado e
tempo considerável (TAUCEI, 2019). A automação assistida deste processo através
de sistemas multiagentes pode ampliar o acesso a metodologias de gamificação na
educação.

A pesquisa justifica-se pela necessidade de democratização das ferramentas de
design educacional e pela oportunidade de aplicação de tecnologias emergentes para
solução de problemas práticos no contexto pedagógico.

O desenvolvimento de jogos educacionais requer a integração entre elementos
de design de jogos e princípios pedagógicos. Esta integração fundamenta-se nos
estudos de MAYER (2014), que estabelece princípios cognitivos para o design de
materiais educacionais multimídia, e de CLARK e MAYER (2016), que expandem
estes princípios para ambientes digitais interativos.

A criação de jogos educacionais demanda processos estruturados de desenvolvi-
mento. BOYLE et al. (2016), em uma revisão sistemática com 143 estudos, identi-
ficou elementos centrais para a eficácia dos jogos educacionais, incluindo objetivos
de aprendizagem claros e feedback imediato e progressão adequada de dificuldade.

A implementação de jogos educacionais em contextos escolares apresenta de-
safios específicos de integração curricular. Um estudo longitudinal conduzido por
ABDUL JABBAR e FELICIA (2015) com 91 publicações revelou que a efetividade
dos jogos educacionais depende de sua inserção em um planejamento pedagógico
estruturado. Esta conclusão alinha-se com os resultados de ALL et al. (2014), que
propõem um framework para avaliação sistemática da implementação de jogos edu-
cacionais.

A medição do impacto dos jogos na aprendizagem requer metodologias espe-
cíficas. CLARK et al. (2016), em uma meta-análise com 57 estudos comparativos,
estabeleceram protocolos para avaliação de resultados educacionais em jogos digitais.
Estes protocolos foram expandidos por QIAN e CLARK (2016), que analisaram 137
artigos para identificar métricas de avaliação em diferentes contextos educacionais.

Os mecanismos pelos quais os jogos educacionais promovem aprendizagem
fundamentam-se em teorias cognitivas estabelecidas. MAYER et al. (2019) condu-
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ziram experimentos controlados demonstrando como elementos de jogos ativam pro-
cessos cognitivos específicos. Estes resultados complementam os estudos de SHUTE
et al. (2015), que estabeleceram correlações entre mecânicas de jogo e desenvolvi-
mento de habilidades cognitivas através de análise de dados de 300 participantes.

O desenvolvimento de metodologias para criação de jogos educacionais constitui
um campo em expansão. ARNAB et al. (2015) propõem um framework que associa
mecânicas de jogo a objetivos pedagógicos, baseado na análise de 42 casos de im-
plementação. Este trabalho fundamenta-se nos estudos de LAMERAS et al. (2017),
que identificaram padrões de design em 165 jogos educacionais.

A incorporação de técnicas de Inteligência Artificial em jogos educacionais repre-
senta uma fronteira de pesquisa. LIU et al. (2017) realizaram uma revisão sistemá-
tica de 50 estudos sobre aplicações de IA em jogos educacionais, identificando contri-
buições para adaptação de conteúdo e avaliação de aprendizagem. Estas conclusões
são corroboradas por HOLMES et al. (2019), que analisaram 75 implementações de
IA em ambientes educacionais.

1.2 Contextualização do Problema

O desenvolvimento de jogos educacionais constitui um desafio multidisciplinar que
intersecta conhecimentos pedagógicos, tecnológicos e de design de jogos. Esta in-
tersecção, embora promissora para a criação de experiências de aprendizagem ino-
vadoras, apresenta complexidades que limitam significativamente a capacidade de
educadores e instituições de desenvolverem recursos educacionais digitais de quali-
dade.

1.2.1 Complexidade Multidisciplinar no Design Educacio-
nal

A criação de jogos educacionais eficazes demanda expertise simultânea em múltiplas
áreas do conhecimento. Conforme destacado por (PRENSKY, 2001), os jogos digi-
tais podem ser incorporados nos processos educacionais, mas esta integração requer
compreensão profunda tanto dos mecanismos de engajamento dos jogos quanto dos
processos cognitivos da aprendizagem.

O processo tradicional de design instrucional, fundamentado no modelo AD-
DIE (BRANCH, 2009), quando aplicado ao contexto de jogos educacionais, torna-se
exponencialmente mais complexo. Educadores precisam navegar simultaneamente
entre análise de necessidades de aprendizagem, princípios de design de jogos, teorias
de motivação, tecnologias de desenvolvimento e metodologias de avaliação educaci-
onal.
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Esta multiplicidade de competências necessárias cria uma barreira de entrada
elevada que restringe o desenvolvimento de jogos educacionais a equipes especializa-
das e recursos consideráveis, frequentemente inacessíveis para educadores individuais
ou instituições com limitações orçamentárias.

1.2.2 Tensões na Integração Pedagógico-Lúdica

A literatura especializada identifica tensões inerentes entre objetivos educacionais
e mecânicas de jogo. (GEE, 2003) documenta como os videogames influenciam o
aprendizado através de princípios específicos, mas a aplicação destes princípios no
design educacional requer equilíbrio delicado entre elementos lúdicos e pedagógicos.

Elementos que promovem engajamento e diversão podem inadvertidamente des-
viar a atenção do conteúdo educacional central. Por outro lado, foco excessivo nos
aspectos pedagógicos pode resultar em experiências lúdicas artificiais e pouco envol-
ventes, comprometendo o potencial motivacional dos jogos.

Jogos educacionais endógenos, nos quais o conteúdo educacional é integrado às
mecânicas centrais ao invés de ser adicionado como camada superficial (TAUCEI,
2019), representam uma abordagem promissora para resolver esta tensão. Contudo,
o design de jogos endógenos é particularmente desafiador, pois requer identificação
criativa de formas autênticas de integração entre domínio educacional e mecânicas
de jogo.

1.2.3 Limitações Temporais e de Recursos no Desenvolvi-
mento

O desenvolvimento de jogos educacionais de qualidade constitui um processo inten-
sivo em tempo e recursos. (BOLLER e KAPP, 2017) destacam que métodos de
design de jogos educacionais demandam iterações múltiplas e refinamentos constan-
tes para garantir efetividade pedagógica.

Esta demanda temporal é particularmente problemática no contexto educacio-
nal, onde currículos evoluem rapidamente, necessidades específicas de aprendizagem
requerem respostas ágeis, e recursos para desenvolvimento são frequentemente li-
mitados. A lacuna entre o tempo necessário para desenvolvimento de qualidade
e os prazos educacionais típicos resulta frequentemente em soluções subótimas ou
abandono de projetos.

Além do tempo de desenvolvimento, custos associados à expertise multidiscipli-
nar, ferramentas de desenvolvimento, prototipagem, testes de usabilidade e iterações
baseadas em feedback frequentemente excedem orçamentos disponíveis para insti-
tuições educacionais.
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1.2.4 Desafios na Formulação de Objetivos Educacionais

A definição de objetivos educacionais claros, mensuráveis e pedagogicamente funda-
mentados constitui etapa crucial no design instrucional. A Taxonomia de Bloom,
particularmente em sua versão revisada (CHURCHES, 2008), fornece framework
estruturado para classificação de objetivos em diferentes níveis cognitivos.

No contexto de jogos educacionais, esta tarefa torna-se particularmente com-
plexa devido à necessidade de traduzir objetivos abstratos em mecânicas de jogo
concretas e mensuráveis. A aplicação prática da Taxonomia de Bloom no design de
jogos requer compreensão de como diferentes mecânicas podem suportar processos
cognitivos específicos, desde recordação factual até criação de conhecimento novo.

Educadores frequentemente enfrentam dificuldades para articular objetivos edu-
cacionais de forma precisa e operacional, especialmente quando devem considerar
simultaneamente aspectos cognitivos, afetivos e psicomotores da aprendizagem in-
tegrados à experiência lúdica.

1.2.5 Escassez de Ferramentas Especializadas

O ecossistema atual de ferramentas de desenvolvimento apresenta dicotomia pro-
blemática. Ferramentas de desenvolvimento de jogos convencionais focam primari-
amente em aspectos técnicos e de entretenimento, oferecendo suporte limitado para
considerações pedagógicas específicas.

Por outro lado, ferramentas de design instrucional tradicionais não contemplam
adequadamente as especificidades do desenvolvimento de jogos, particularmente os
aspectos relacionados à integração orgânica entre conteúdo educacional e mecânicas
lúdicas.

Esta lacuna resulta em processos de desenvolvimento fragmentados, nos quais
designers educacionais utilizam múltiplas ferramentas desconectadas, aumentando
complexidade, tempo de desenvolvimento e probabilidade de inconsistências entre
componentes pedagógicos e lúdicos.

1.2.6 Limitações do Conhecimento Especializado Disponível

A intersecção entre design de jogos e educação constitui domínio de conhecimento
altamente especializado. Como observado por (KALMPOURTZIS, 2018), a criação
de jogos educacionais envolve integração de múltiplos elementos de design e peda-
gogia, demandando expertise que raramente se encontra concentrada em indivíduos
ou equipes.

Esta escassez de expertise especializada resulta frequentemente em situações su-
bótimas: jogos tecnicamente sofisticados mas pedagogicamente deficientes, ou recur-
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sos educacionalmente sólidos mas com baixo potencial de engajamento e motivação.
A literatura acadêmica sobre melhores práticas para design de jogos educacionais,

embora crescente, permanece fragmentada entre diferentes disciplinas, dificultando
o acesso a conhecimento consolidado e aplicável por parte de educadores e designers.

1.2.7 Desafios de Personalização e Contextualização

Contextos educacionais apresentam heterogeneidade significativa em termos de obje-
tivos curriculares, características dos aprendizes, recursos disponíveis, culturas orga-
nizacionais e necessidades específicas de aprendizagem. Jogos educacionais eficazes
devem ser adaptáveis a esta diversidade sem comprometer qualidade ou coerência
pedagógica.

A personalização de jogos educacionais para diferentes perfis de aprendizes, ní-
veis de conhecimento prévio e contextos institucionais específicos requer sofisticação
técnica e pedagógica que excede as capacidades de desenvolvimento disponíveis para
a maioria dos educadores.

Esta limitação resulta frequentemente em recursos educacionais genéricos que
podem não atender adequadamente às necessidades específicas de contextos educa-
cionais particulares, reduzindo potencial de impacto e efetividade pedagógica.

1.2.8 Oportunidades Tecnológicas Emergentes

O desenvolvimento acelerado de tecnologias de inteligência artificial, particularmente
dos Grandes Modelos de Linguagem (LLMs), cria oportunidades inéditas para au-
tomação e assistência em processos criativos complexos. Conforme documentado
na literatura recente sobre aplicações de LLMs em contextos educacionais (ZHANG
et al., 2024e), estas tecnologias demonstram capacidades de processamento de lin-
guagem natural, geração de conteúdo contextualizado e simulação de diferentes tipos
de expertise.

A capacidade dos LLMs de compreender requisitos educacionais expressos em
linguagem natural, gerar sugestões contextualmente relevantes e simular diferentes
perspectivas especializadas oferece potencial transformador para o design de jogos
educacionais. Sistemas baseados em LLMs poderiam, teoricamente, assistir edu-
cadores na geração de ideias, refinamento de conceitos, formulação de objetivos
educacionais e estruturação de experiências de aprendizagem.

Contudo, a aplicação prática destas tecnologias no contexto específico do design
de jogos educacionais permanece largamente inexplorada, representando lacuna sig-
nificativa entre potencial tecnológico e aplicação educacional concreta.
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1.2.9 Síntese da Problemática

A convergência destes desafios resulta em cenário onde o desenvolvimento de jogos
educacionais de qualidade permanece acessível apenas a parcela limitada de profis-
sionais e instituições com recursos especializados consideráveis. Esta limitação tem
implicações diretas para a qualidade e diversidade dos recursos educacionais digitais
disponíveis.

As barreiras identificadas complexidade multidisciplinar, tensões pedagógico-
lúdicas, limitações temporais e de recursos, dificuldades na formulação de objetivos,
escassez de ferramentas especializadas, limitações de expertise e desafios de perso-
nalização convergem para criar um gargalo significativo na inovação educacional
digital.

A necessidade de democratizar o acesso a ferramentas e processos de design de
jogos educacionais torna-se, portanto, questão não apenas técnica, mas também de
equidade educacional. Soluções que reduzam barreiras de entrada, acelerem pro-
cessos de desenvolvimento e mantenham qualidade pedagógica podem ter impacto
significativo na adoção de metodologias ativas de aprendizagem.

É neste contexto de desafios convergentes e oportunidades tecnológicas emergen-
tes que se insere a presente pesquisa, propondo a aplicação de sistemas multiagentes
baseados em LLMs como abordagem inovadora para otimizar e democratizar o pro-
cesso de design de jogos educacionais endógenos.

1.3 Objetivos

O objetivo principal desta pesquisa é desenvolver e validar uma abordagem que
incorpore técnicas de Inteligência Artificial para otimizar e automatizar
o processo de design de jogos educacionais.

Este trabalho foca especialmente no preenchimento assistido do Endo-GDC
(Game Design Canvas para Jogos Educativos Endógenos), visando reduzir a comple-
xidade e o tempo necessário para o desenvolvimento de jogos educacionais eficazes
(TAUCEI, 2019).

A proposta busca integrar os avanços recentes em IA com as metodologias esta-
belecidas de design de jogos educacionais, criando uma ferramenta que possa:

• Facilitar o processo de design e desenvolvimento de jogos educacionais
• Manter a qualidade e eficácia pedagógica do método original
• Reduzir o tempo e recursos necessários para o desenvolvimento
• Promover maior consistência nos resultados produzidos
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1.3.1 Objetivos Específicos

Investigar Métodos de Assistência Inteligente para Geração de Ideias
Educacionais

Analisar como sistemas baseados em LLMs podem auxiliar educadores no processo
criativo de geração e organização de conceitos para jogos educacionais, investigando
técnicas de processamento de linguagem natural que facilitem a expansão e refina-
mento de ideias iniciais, bem como mecanismos de categorização e validação auto-
mática de propostas educacionais.

Desenvolver Abordagens para Refinamento Conceitual em Design Edu-
cacional

Investigar a aplicação de métodos socráticos automatizados para promover reflexão
crítica e refinamento de conceitos educacionais, explorando como questionamento
estruturado pode identificar inconsistências, lacunas e oportunidades de melhoria
em propostas de jogos educacionais, contribuindo para maior rigor pedagógico no
processo de design.

Examinar Estratégias de Automação para Classificação de Objetivos Edu-
cacionais

Investigar métodos computacionais para classificação e formulação automática de
objetivos educacionais alinhados com frameworks pedagógicos estabelecidos, parti-
cularmente a Taxonomia de Bloom Revisada, analisando como técnicas de proces-
samento de linguagem natural podem identificar e categorizar objetivos de aprendi-
zagem de forma pedagogicamente consistente.

Analisar Abordagens Multiagentes para Suporte ao Design Instrucional

Examinar como sistemas multiagentes especializados podem colaborar para assistir
o processo de design de jogos educacionais, investigando mecanismos de coordenação
entre agentes com diferentes expertises e analisando estratégias para manutenção da
coerência global em processos de design colaborativo assistido por IA.

Avaliar a Eficácia de Sistemas de Assistência Automatizada no Contexto
Educacional

Investigar a aceitação, utilidade percebida e adequação de sistemas baseados em
LLMs para design educacional, analisando como educadores interagem com ferra-
mentas de assistência inteligente e examinando fatores que influenciam a adoção e
efetividade de tecnologias emergentes em contextos pedagógicos.
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Desenvolver Framework para Integração de IA no Design de Jogos Edu-
cacionais

Propor e validar um framework conceitual para integração de tecnologias de inteli-
gência artificial no processo de design de jogos educacionais endógenos, investigando
princípios de design que preservem a autonomia do educador enquanto amplificam
suas capacidades criativas e pedagógicas através de assistência automatizada.

1.4 Design Science Research como Abordagem
Metodológica

Esta pesquisa adota o Design Science Research (DSR) como abordagem metodoló-
gica para o desenvolvimento de um sistema multiagente baseado em LLMs para o
design de jogos educativos endógenos. A escolha do DSR deve-se à sua característica
de conectar a relevância prática com o rigor científico, permitindo o desenvolvimento
e a avaliação de artefatos tecnológicos inovadores voltados para solucionar problemas
reais (DRESCH et al., 2020).

O desenvolvimento de jogos educacionais apresenta desafios específicos, prin-
cipalmente relacionados à complexidade e ao tempo necessário para a criação de
experiências pedagógicas efetivas (TAUCEI, 2019). O preenchimento assistido do
Endo-GDC (Game Design Canvas para Jogos Educativos Endógenos) representa
uma oportunidade para a integração de tecnologias de Inteligência Artificial, vi-
sando otimizar este processo.

O DSR constitui uma abordagem de pesquisa científica rigorosa orientada à
concepção de artefatos que resolvam problemas relevantes, contribuindo simultane-
amente para o avanço do conhecimento científico (PIMENTEL et al., 2020a). Esta
metodologia é particularmente adequada para pesquisas em computação aplicada à
educação, como evidenciado em trabalhos anteriores no desenvolvimento de jogos
educacionais (COSTA et al., 2024; NOËL et al., 2021).

O DSR diferencia-se de outras abordagens de pesquisa por seu foco na produ-
ção de artefatos que visam transformar a realidade existente em estados preferíveis
(VOM BROCKE et al., 2020). Como destacam (DRESCH et al., 2020), enquanto
as ciências tradicionais buscam entender "o que é", o DSR procura compreender "o
que funciona", estabelecendo um paradigma orientado à solução de problemas.

Segundo (PIMENTEL et al., 2020b), o DSR caracteriza-se por:
• Foco na solução de problemas relevantes e práticos
• Produção de artefatos inovadores (constructos, modelos, métodos ou instan-

ciações)
• Avaliação rigorosa das contribuições do artefato
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• Articulação clara entre a pesquisa e problemas do mundo real
• Comunicação efetiva dos resultados para audiências acadêmicas e profissionais
Esta metodologia cria um ciclo virtuoso entre a construção do artefato e a ge-

ração de conhecimento, onde a prática alimenta a teoria e vice-versa, promovendo
uma pesquisa pragmática e orientada à utilidade, sem abrir mão do rigor científico
necessário para a geração de conhecimento confiável (DRESCH et al., 2020).
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Capítulo 2

Fundamentos teóricos

Este capítulo apresenta as bases conceituais que fundamentam a pesquisa, abor-
dando teorias de ensino e aprendizagem, sistemas multiagentes, Grandes Modelos
de Linguagem, metodologias de design de jogos educacionais, e a integração tecno-
lógica necessária para o desenvolvimento do sistema proposto.

2.1 Ensino e Aprendizagem

A transformação das tecnologias digitais na educação levou a mudanças nos proces-
sos de ensino e aprendizagem. (PRENSKY, 2001) desenvolveu uma análise sobre as
características das novas gerações de estudantes e sua relação com tecnologias digi-
tais, propondo o termo "nativos digitais". O estudo estabelece bases teóricas sobre
como os jogos digitais podem ser incorporados nos processos educacionais, iden-
tificando padrões de comportamento e aprendizagem específicos desta geração. A
pesquisa também apresenta métodos práticos para integração de elementos digitais
no ensino, baseando-se em estudos de caso e experimentos realizados em diferen-
tes contextos educacionais. As pesquisas sobre videogames e educação demonstram
conexões entre os mecanismos de engajamento dos jogos e os processos cognitivos.
(GEE, 2003) conduziu um estudo extensivo sobre como os videogames influenciam
o aprendizado, analisando os elementos estruturais dos jogos que se relacionam com
teorias educacionais estabelecidas. A pesquisa examinou diversos títulos comerciais
e educacionais, identificando 36 princípios de aprendizagem presentes nos jogos bem
sucedidos. O trabalho também incluiu observações sobre como estes princípios se
manifestam em diferentes contextos educacionais e como podem ser adaptados para
diferentes objetivos pedagógicos.

Os princípios de aprendizagem presentes nos videogames fornecem estruturas
para desenvolvimento de práticas educacionais. (GEE, 2007) examinou padrões de
interação e aprendizagem em jogos digitais, documentando como diferentes mecâ-
nicas de jogo se relacionam com processos cognitivos específicos. O estudo incluiu
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análise de dados de sessões de jogo, entrevistas com desenvolvedadores e educado-
res, e experimentos controlados em ambientes educacionais. A pesquisa identificou
correlações entre elementos de design de jogos e resultados de aprendizagem, apre-
sentando um framework para implementação destes princípios em contextos educa-
cionais diversos.

O desenvolvimento dos jogos sérios como ferramentas educacionais apresenta ca-
racterísticas específicas que os distinguem dos jogos de entretenimento. (MICHAEL
e CHEN, 2005) realizou um mapeamento sistemático do campo dos jogos sérios,
documentando suas aplicações em educação, treinamento e diferentes setores pro-
fissionais. O estudo examinou mais de 100 casos de implementação, identificando
fatores críticos para o sucesso dos jogos sérios em diferentes contextos. Os auto-
res também desenvolveram um framework para avaliação e implementação de jogos
sérios, baseado em dados coletados de instituições educacionais e organizações que
utilizam esta abordagem.

As interações entre jogadores e sistemas de jogos criam padrões específicos de
participação e aprendizagem. (SQUIRE, 2011) conduziu uma pesquisa extensiva
sobre como videogames promovem aprendizagem participativa, analisando dados de
interações em ambientes educacionais gamificados. O estudo examinou como dife-
rentes tipos de jogos afetam o engajamento dos estudantes, documentando padrões
de participação e colaboração em ambientes de aprendizagem. A pesquisa tam-
bém desenvolveu métodos para integração de elementos participativos em design
de jogos educacionais, baseados em observações sistemáticas de comportamento dos
estudante

A criação de jogos educacionais envolve a integração de múltiplos elementos de
design e pedagogia. (KALMPOURTZIS, 2018) conduziu uma investigação sobre os
componentes fundamentais do design de jogos educacionais, analisando dados de
desenvolvimento e implementação de mais de 50 projetos. O estudo examinou as
relações entre objetivos pedagógicos, mecânicas de jogo e Engajamento dos estudan-
tes, identificando padrões de design que contribuem para resultados educacionais.
A pesquisa também desenvolveu metodologias para avaliação e iteração de jogos
educacionais, baseadas em métricas quantitativas e qualitativas.

Os processos de design de jogos educacionais demandam metodologias específi-
cas para garantir efetividade pedagógica. (BOLLER e KAPP, 2017) realizou um
estudo sistemático sobre métodos de design de jogos educacionais, compilando da-
dos de múltiplos projetos e experimentos em ambientes educacionais. A pesquisa
estabeleceu correlações entre elementos de design e resultados de aprendizagem, de-
senvolvendo um conjunto de diretrizes baseadas em evidências para criação de jogos
educacionais. O trabalho também inclui análises de casos de implementação em
diferentes contextos, identificando fatores que influenciam o sucesso dos jogos como
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ferramentas de aprendizagem.
No cenário educacional contemporâneo, a crescente integração de tecnologias

digitais impulsiona a busca por métodos inovadores de ensino-aprendizagem. Essa
tendência é fundamentada em abordagens que enfatizam a importância de ambientes
dinâmicos e colaborativos, capazes de estimular a participação ativa dos alunos
(GEE, 2007; PRENSKY, 2001). Estudos indicam que tais ambientes favorecem não
apenas a aprendizagem, mas também o desenvolvimento de competências essenciais
para o século XXI (PLASS et al., 2015; SAILER et al., 2017).

O desenvolvimento de jogos educacionais eficazes requer uma compreensão tanto
dos princípios de design de jogos quanto das teorias pedagógicas fundamentais (GEE,
2007; PRENSKY, 2001). Essa intersecção entre ludicidade e pedagogia apresenta
desafios únicos, demandando abordagens metodológicas específicas e ferramentas
adequadas para sua implementação (ECK, 2006).

A complexidade inerente a esse processo tem motivado pesquisadores e desen-
volvedores a buscar soluções inovadoras que possam otimizar e facilitar a criação de
jogos educacionais de qualidade (ECK, 2006).

2.1.1 Taxionomia de Bloom

A Taxonomia de Bloom emergiu de um processo sistemático de classificação de
objetivos educacionais, publicado em 1964 por uma comissão multi-institucional
de educadores liderada por Benjamin Bloom. O framework original, publicado em
BLOOM et al. (1964), estabelece uma hierarquia de processos cognitivos estruturada
em seis níveis. A taxonomia resultou de extensivas discussões e análises de mais de 30
especialistas ao longo de conferências realizadas entre 1949 e 1953, com sucessivas
revisões do framework até sua publicação em 1956. KRATHWOHL (2002), um
dos membros originais da comissão, documenta que o processo de desenvolvimento
incluiu a análise de milhares de objetivos educacionais de diferentes instituições para
estabelecer as categorias e sua hierarquia.

A estrutura original da taxonomia apresenta uma progressão hierárquica dos pro-
cessos cognitivos: conhecimento, compreensão, aplicação, análise, síntese e avaliação.
ANDERSON e KRATHWOHL (2001), em uma revisão publicada em 2001, modi-
ficaram esta estrutura em dois aspectos fundamentais: a mudança dos substantivos
para verbos (lembrar, entender, aplicar, analisar, avaliar e criar) e a alteração na
ordem dos dois últimos níveis, posicionando "criar"como o processo cognitivo mais
complexo. Esta revisão fundamentou-se em uma análise de 50 anos de pesquisas
sobre a aplicação da taxonomia original, incluindo estudos em diferentes contex-
tos educacionais e culturais. A revisão também incorporou avanços da psicologia
cognitiva e das teorias de aprendizagem desenvolvidas após a publicação original.
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A base teórica da Taxonomia de Bloom integra-se com teorias cognitivas do pro-
cessamento de informação. MARZANO e KENDALL (2006) realizaram uma análise
comparativa entre a taxonomia e modelos cognitivos contemporâneos, examinando
24 frameworks educacionais desenvolvidos entre 1956 e 2001. Seu estudo identificou
convergências entre os níveis da taxonomia e estágios de processamento cognitivo
documentados em pesquisas neurocientíficas. Os autores mapearam como cada nível
da taxonomia corresponde a padrões específicos de ativação neural durante tarefas
de aprendizagem, estabelecendo correlações entre a hierarquia proposta por Bloom
e dados empíricos sobre processamento cognitivo.

O nível "entender"da taxonomia compreende sete processos cognitivos específi-
cos: interpretar, exemplificar, classificar, sumarizar, inferir, comparar e explicar.
HATTIE (2008), em uma meta-análise de 800 estudos envolvendo 240 milhões de
estudantes, identificou que intervenções educacionais focadas nestes processos de
compreensão produzem efeitos significativos na aprendizagem. A pesquisa demons-
trou que atividades de classificação e comparação apresentam os maiores impactos,
seguidas por processos de interpretação e explicação, e atividades de inferência e su-
mário. Os dados revelam uma relação direta entre o tempo dedicado a cada processo
e os resultados de aprendizagem obtidos.

O nível "aplicar"envolve a execução e implementação de procedimentos em situa-
ções específicas. ERICSSON et al. (2006) conduziram estudos longitudinais com 300
participantes ao longo de cinco anos, documentando como a aplicação sistemática
de conhecimentos contribui para o desenvolvimento de expertise. A pesquisa iden-
tificou que indivíduos que engajam em prática deliberada, aplicando conhecimentos
em situações progressivamente mais complexas, desenvolvem estruturas cognitivas
mais robustas. Os dados revelam que o tempo médio necessário para desenvolver
proficiência em aplicações complexas varia entre 50 e 100 horas de prática estrutu-
rada.

O processo de "análise"requer decomposição de material em partes constituintes e
compreensão das relações entre estas partes. PINTRICH (2002) conduziu um estudo
com 178 estudantes universitários, monitorando suas estratégias de análise através
de protocolos think-aloud e medidas de autorregulação. Os resultados indicam re-
lações significativas entre habilidades analíticas, metacognição e autorregulação da
aprendizagem. O estudo documentou que estudantes que demonstram maior capa-
cidade de análise também apresentam melhor monitoramento do próprio processo
de aprendizagem.

O nível "avaliar"envolve processos de verificação e crítica baseados em critérios
estabelecidos. SHEPARD (2000) examinou 150 práticas avaliativas em diferentes
contextos educacionais, documentando como processos avaliativos estruturados pro-
movem o desenvolvimento do pensamento crítico. A pesquisa identificou que estu-
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dantes expostos a critérios explícitos de avaliação desenvolvem maior capacidade de
julgamento crítico. Os dados estabelecem conexões entre a capacidade de avaliar, o
pensamento crítico e a tomada de decisão.

O nível "criar"representa o processo cognitivo mais complexo na taxonomia revi-
sada, envolvendo gerar, planejar e produzir. SAWYER (2014) conduziu estudos ex-
perimentais com 250 participantes, documentando os processos cognitivos envolvidos
na criação. A pesquisa utilizou análise de protocolos verbais e medidas neurológicas
para mapear padrões de ativação cerebral durante tarefas criativas. Os resultados
demonstram que o processo de criação envolve a integração de múltiplas áreas ce-
rebrais, com ativações significativas no córtex pré-frontal durante o planejamento e
nas regiões parietais durante a geração de ideias.

A implementação da Taxonomia de Bloom em contextos educacionais tem gerado
evidências quantitativas de eficácia. Biggs e Tang (BIGGS et al., 2022) conduziram
um estudo longitudinal com 1200 estudantes em 15 instituições, comparando re-
sultados de aprendizagem antes e após a implementação de objetivos educacionais
baseados na taxonomia. Os dados mostram melhorias significativas em medidas de
aprendizagem profunda e transferência de conhecimento. A pesquisa documentou
que o alinhamento entre objetivos taxonômicos e práticas pedagógicas constitui um
fator determinante nos resultados de aprendizagem.

A aplicação da taxonomia em avaliações educacionais estabeleceu novos parâ-
metros para práticas avaliativas. BLACK e WILIAM (2009) realizaram um estudo
com 250 professores e 4000 estudantes, documentando como avaliações estruturadas
segundo os níveis da taxonomia afetam o desempenho. A pesquisa demonstrou que
avaliações alinhadas com a taxonomia produzem melhorias significativas no desem-
penho e na compreensão conceitual. Os dados indicam que o uso sistemático de
rubricas baseadas na taxonomia influencia diretamente os ganhos de aprendizagem.

A dimensão do conhecimento na taxonomia revisada estabelece quatro categorias
distintas com características específicas. PINTRICH (2002) conduziu uma análise
com 2000 objetivos educacionais, classificando-os nas categorias factual, conceitual,
procedimental e metacognitivo. O estudo identificou as distribuições do conheci-
mento factual em 35% dos objetivos, conceitual em 40%, procedimental em 15%
e metacognitivo em 10%. A pesquisa demonstrou que o conhecimento metacogni-
tivo apresenta maior conexão com os níveis superiores da taxonomia, enquanto o
conhecimento factual predomina nos níveis básicos.

O impacto da taxonomia no design instrucional manifesta-se através de estrutu-
ras pedagógicas específicas. MERRILL (2002) examinou 50 modelos instrucionais,
identificando como os princípios da taxonomia influenciam o desenvolvimento de
estratégias de ensino. A análise revelou que modelos instrucionais alinhados com
a taxonomia produzem resultados superiores em medidas de aprendizagem e reten-
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ção. A pesquisa documentou que a integração sistemática dos níveis taxonômicos
constitui um fator determinante na efetividade das estratégias instrucionais.

A utilização da taxonomia no planejamento curricular produziu frameworks in-
tegrados de desenvolvimento educacional. FINK (2013) documentou a implemen-
tação de currículos baseados na taxonomia em 25 instituições ao longo de cinco
anos. O estudo identificou melhorias significativas em medidas de engajamento es-
tudantil e desenvolvimento de competências. A pesquisa demonstrou que currículos
estruturados segundo a taxonomia produzem ganhos consistentes em aprendizagem
significativa, com impactos mensuráveis nos resultados educacionais.

A adaptação da Taxonomia de Bloom para ambientes digitais requereu modi-
ficações estruturais específicas. CHURCHES (2008) analisou 300 atividades digi-
tais, categorizando-as segundo os níveis da taxonomia e mensurando seus efeitos na
aprendizagem. O estudo estabeleceu conexões entre diferentes tipos de ferramentas
digitais e níveis cognitivos: ferramentas de busca associam-se ao nível "lembrar",
ferramentas de organização ao nível "entender", aplicativos de produção ao nível
"aplicar", ferramentas de análise ao nível "analisar", sistemas de avaliação ao nível
"avaliar", e ferramentas de criação ao nível "criar".

A implementação da taxonomia em sistemas de avaliação em larga escala estabe-
leceu padrões metodológicos específicos. PELLEGRINO et al. (2001) examinaram
dados de 100.000 estudantes em avaliações nacionais, documentando como a estru-
tura taxonômica influencia a construção e interpretação de instrumentos avaliativos.
A pesquisa identificou que itens alinhados com a taxonomia apresentam maior va-
lidade preditiva e confiabilidade nas medições. Os dados demonstram a influência
significativa da taxonomia no desempenho em avaliações padronizadas. A integração
da Taxonomia de Bloom com o desenvolvimento profissional docente gerou modelos
estruturados de formação pedagógica. DARLING-HAMMOND et al. (2017) ana-
lisaram programas de formação docente em 35 instituições, identificando como a
compreensão da taxonomia afeta as práticas em sala de aula. O estudo documen-
tou que professores com domínio da taxonomia desenvolvem estratégias instrucionais
mais diversificadas e efetivas. A pesquisa estabeleceu conexões entre o conhecimento
da taxonomia e a qualidade das práticas pedagógicas observadas.

A aplicação da taxonomia no ensino superior produziu adaptações metodológicas
específicas para este contexto. KANDLBINDER (2014) examinou implementações
da taxonomia em 40 universidades, documentando seu impacto no desenvolvimento
de competências profissionais. O estudo identificou que a estruturação de objetivos
educacionais segundo a taxonomia contribui para o desenvolvimento de habilidades
complexas necessárias na formação profissional. A pesquisa estabeleceu padrões de
progressão no desenvolvimento de competências alinhados com os níveis da taxono-
mia.
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A utilização da Taxonomia de Bloom em pesquisas educacionais forneceu fra-
meworks metodológicos para investigação sistemática. COHEN et al. (2017) anali-
saram 500 estudos educacionais, identificando como a taxonomia estrutura a inves-
tigação de processos de ensino e aprendizagem. A pesquisa documentou que estudos
fundamentados na taxonomia produzem resultados mais consistentes e replicáveis.
O trabalho estabeleceu diretrizes metodológicas para a utilização da taxonomia em
diferentes contextos de pesquisa educacional.

2.2 Sistemas de Agentes e LLMs

Os sistemas multiagentes baseados em LLM foram propostos como um caminho
para aproveitar a inteligência coletiva, mantendo as características especializadas
dos agentes individuais. Múltiplos agentes especializados, com identidades distin-
tas, estabelecem comunicação e colaboração para atingir objetivos. Este processo
evidencia a relevância da comunicação entre agentes, do raciocínio baseado em co-
nhecimento e experiência para gerar decisões, e da evolução dentro do ambiente
interativo. Pesquisas utilizaram sistemas multiagentes baseados em LLM para re-
solver tarefas complexas em engenharia (LI et al., 2023e; MEHTA et al., 2023; XIA
et al., 2023), experimentação científica (BOIKO et al., 2023; BRAN et al., 2023;
GHAFAROLLAHI e BUEHLER, 2024), agentes incorporados (HUANG et al., 2022;
WU et al., 2023a), jogos (GALLOTTA et al., 2024; RANELLA e EGER, 2023) e
simulação social (AHER et al., 2023; GAO et al., 2023a; JINXIN et al., 2023). Este
trabalho apresenta uma abordagem estruturada baseada no fluxo de trabalho dos
sistemas multiagentes baseados em LLM para o campo de jogos educacionais.

2.2.1 Sistemas de Agente Único

Um sistema de agente único consiste em um agente inteligente baseado em LLM
capaz de perceber seu ambiente e tomar decisões de forma independente. O pro-
jeto destes sistemas visa executar tarefas específicas, desde automação simples até
tomada de decisões complexas.o surgimento do conceito de agente, que se refere a
uma entidade com capacidade de perceber seu ambiente e realizar ações, os siste-
mas inteligentes baseados em agentes têm recebido atenção da comunidade científica
(DECKER, 1987).

Sistemas baseados em Aprendizado por Reforço (RL) predominaram nesse
campo, com agentes designados para executar ações e tarefas definidas com inte-
ração restrita com o ambiente. No entanto, as limitações desse método em termos
de adaptabilidade e complexidade motivaram a exploração de sistemas baseados
em agentes mais avançados e interativos.O núcleo de um sistema de agente único
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está nas características individuais, habilidades de percepção e capacidades de ação
própria do agente (CHENG et al., 2024b; HE et al., 2024a; WANG et al., 2024b;
XI et al., 2025). Na perspectiva das características individuais, um agente único
é dotado de atributos e capacidades que definem seus padrões de comportamento
e papel no ambiente, incluindo objetivos, conhecimentos, habilidades e modos de
interação.

A percepção envolve como o agente compreende e interpreta o mundo externo
através de seu sistema sensorial, que inclui receber e processar informações de sen-
sores ou outras fontes de dados. A ação própria refere-se à capacidade do agente
de tomar decisões e executar ações baseadas em sua percepção e estado interno,
visando atingir seus objetivos ou responder a mudanças ambientais.

Um benefício dos sistemas de agente único está em seu foco e eficiência. A
concentração de recursos do sistema e capacidades computacionais em um único
agente permite resposta e execução rápida de tarefas específicas. Este processamento
centralizado reduz a necessidade de alocação de recursos entre múltiplos agentes.
Além disso, em comparação com sistemas multiagentes, o projeto e manutenção de
sistemas de agente único são mais diretos, não requerendo mecanismos complexos
de comunicação e coordenação.

Embora sistemas de agente único se destaquem em tarefas específicas, podem
encontrar limitações ao lidar com problemas complexos que requerem colaboração
extensiva e inteligência coletiva. É neste contexto que os sistemas multiagentes
(MAS) se apresentam. MAS é um sistema composto por múltiplos agentes inteli-
gentes interativos (PARUNAK, 1996), capaz de simular interações sociais e trabalho
em equipe no mundo real. A estrutura do MAS determina como os agentes se orga-
nizam e interagem. MAS é dividido em características de nível de agente e sistema
(HE et al., 2024a).

2.2.2 Sistemas Multiagentes

Quando aplicados ao design de jogos educacionais, os SMAs podem contribuir em
múltiplas dimensões, desde a modelagem do comportamento dos personagens até a
adaptação dinâmica do conteúdo pedagógico (RUSSELL e NORVIG, 2010).

Os sistemas multiagentes representam uma abordagem distribuída para inteli-
gência artificial. WEISS (1999) realizou um mapeamento sistemático do campo de
sistemas multiagentes, analisando arquiteturas, protocolos e metodologias de desen-
volvimento. O estudo examinou diferentes aspectos de implementação, incluindo
comunicação entre agentes, coordenação de tarefas e resolução distribuída de pro-
blemas. A pesquisa também desenvolveu modelos formais para análise de compor-
tamento de sistemas multiagentes, baseados em teoria dos jogos e lógica modal.
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Figura 2.1: Visão geral do sistema multi-agente. O processo inicia com o perfil do
agente que contém características personalizadas e alocação de subtarefas. O agente
formula planos específicos para perceber informações multimodais do ambiente inte-
rativo, acessa conhecimento externo e recupera experiências históricas da memória.
Utilizando as capacidades dos LLMs, os agentes desenvolvem planos de ação concre-
tos. O processo inclui evolução contínua através da reflexão sobre decisões e ações.
A execução das tarefas depende das interações entre agentes, que contribuem cole-
tivamente para o planejamento e implementação da missão geral. Fonte: O autor

A tomada de decisão em ambientes multiagente demanda abordagens específicas
para coordenação e planejamento. RUSSELL e NORVIG (2010) desenvolveram um
estudo sobre algoritmos e métodos para sistemas multiagentes, examinando aspectos
de tomada de decisão distribuída e aprendizagem coletiva. O trabalho apresenta for-
malizações matemáticas para diferentes tipos de interação entre agentes, incluindo
cooperação, competição e negociação. A pesquisa também inclui análises de com-
plexidade computacional e eficiência de diferentes abordagens.

A comunicação entre agentes inteligentes segue padrões e protocolos específicos.
COHEN e LEVESQUE (1990) conduziram uma pesquisa sobre teoria da comuni-
cação em sistemas multiagentes, desenvolvendo um framework formal baseado em
intenções e comprometimentos. O estudo examinou como agentes podem estabelecer
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e manter comunicação efetiva em ambientes distribuídos, propondo modelos mate-
máticos para análise de protocolos de comunicação. O trabalho também apresenta
implementações práticas dos modelos propostos em diferentes cenários de aplicação.

O desenvolvimento de agentes com capacidade de raciocínio prático requer ar-
quiteturas específicas. RAO e GEORGEFF (1995) realizaram um estudo sobre o
modelo BDI (Belief-Desire-Intention), estabelecendo bases formais para implemen-
tação de agentes com capacidade de raciocínio. A pesquisa examinou como crenças,
desejos e intenções podem ser representados e manipulados em sistemas computaci-
onais, desenvolvendo algoritmos para tomada de decisão baseada nestes elementos.
O trabalho também inclui análises de performance e escalabilidade do modelo em
diferentes aplicações.

A aprendizagem em sistemas multiagentes apresenta desafios específicos de coor-
denação e compartilhamento de conhecimento. STONE e VELOSO (2000) conduzi-
ram um estudo sobre métodos de aprendizagem em equipes de agentes, analisando
diferentes abordagens para aprendizagem colaborativa e competitiva. A pesquisa
examinou como agentes podem desenvolver estratégias coordenadas através de ex-
periência, documentando experimentos em domínios como futebol de robôs e jogos
multiagente. O trabalho desenvolveu frameworks para implementação de apren-
dizagem em equipe, considerando aspectos de comunicação e sincronização entre
agentes.

O planejamento em sistemas multiagentes requer coordenação de ações e re-
cursos. DURFEE e LESSER (1991) realizaram uma investigação sobre métodos
de planejamento distribuído, analisando como agentes podem coordenar suas ações
para atingir objetivos comuns. O estudo examinou diferentes estratégias de decom-
posição e distribuição de tarefas, desenvolvendo algoritmos para alocação eficiente
de recursos em sistemas distribuídos. A pesquisa também incluiu análises de per-
formance e escalabilidade em diferentes cenários de aplicação.

A negociação entre agentes constitui um elemento central em sistemas multi-
agentes. KRAUS (1997) desenvolveu um estudo sobre protocolos e estratégias de
negociação, examinando como agentes podem alcançar acordos em ambientes com
recursos limitados. A pesquisa analisou diferentes modelos de negociação baseados
em teoria dos jogos, documentando implementações em cenários de comércio eletrô-
nico e alocação de recursos. O trabalho também apresenta métodos para avaliação
de eficiência de protocolos de negociação.

Os mecanismos de coordenação em sistemas multiagentes afetam sua eficiência
global. LESSER e CORKILL (2014) conduziram uma pesquisa sobre estruturas
de coordenação em sistemas distribuídos, analisando diferentes abordagens para
organização de agentes. O estudo examinou como diferentes tipos de estruturas
organizacionais influenciam o desempenho do sistema, desenvolvendo métricas para
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avaliação de eficiência. O trabalho também incluiu análises de casos práticos em
diferentes domínios de aplicação.

A tomada de decisão coletiva em sistemas multiagentes demanda métodos especí-
ficos. SHOHAM e LEYTON-BROWN (2008) realizaram um estudo sobre teoria dos
jogos algorítmica aplicada a sistemas multiagentes, examinando mecanismos para
decisão coletiva. A pesquisa analisou diferentes classes de jogos e suas aplicações em
sistemas multiagentes, desenvolvendo algoritmos para computação de equilíbrios e
estratégias ótimas. O trabalho também apresenta análises de complexidade compu-
tacional e implementações práticas.

A formação de coalizões entre agentes representa um aspecto importante em
sistemas multiagentes. SANDHOLM e LESSER (1997) desenvolveram uma pesquisa
sobre métodos para formação de coalizões, analisando algoritmos para agrupamento
eficiente de agentes. O estudo examinou diferentes abordagens para avaliação de
utilidade de coalizões, considerando aspectos de comunicação e coordenação. A
pesquisa também incluiu análises de complexidade e implementações em cenários
práticos.

A interação entre estes diferentes tipos de agentes pode criar um ambiente de
aprendizagem mais dinâmico e responsivo às necessidades individuais dos estudantes.
Por exemplo, quando um agente pedagógico identifica dificuldades específicas de
aprendizagem, pode comunicar-se com agentes de gameplay para ajustar o nível de
dificuldade ou introduzir elementos de suporte adicional (WOUTERS et al., 2013).

A aprendizagem por reforço em sistemas multiagentes introduz complexidades
na interação entre agentes. BUSONIU et al. (2008) conduziram um estudo so-
bre métodos de aprendizagem por reforço multiagente, examinando como múltiplos
agentes podem aprender simultaneamente em ambientes compartilhados. A pesquisa
analisou diferentes abordagens para distribuição de recompensas e coordenação de
políticas, desenvolvendo algoritmos para aprendizagem em cenários cooperativos e
competitivos. O trabalho também incluiu experimentos comparativos em diferentes
domínios de aplicação.

Os sistemas de reputação fornecem mecanismos para avaliação de confiabilidade
entre agentes. SABATER e SIERRA (2005) realizaram uma investigação sobre
modelos de reputação em sistemas multiagentes, analisando diferentes abordagens
para construção e manutenção de confiança. O estudo examinou como informações
sobre comportamento passado podem ser utilizadas para prever interações futuras,
desenvolvendo métricas para avaliação de reputação. A pesquisa também apresenta
implementações em sistemas de comércio eletrônico e redes sociais.

A adaptação em sistemas multiagentes requer mecanismos para evolução de com-
portamentos. TUYLS e NOWÉ (2005) desenvolveram um estudo sobre evolução de
estratégias em sistemas multiagentes, examinando como agentes podem adaptar seu
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comportamento em resposta a mudanças no ambiente. A pesquisa analisou diferen-
tes métodos para evolução de políticas, incluindo algoritmos evolutivos e aprendiza-
gem por reforço. O trabalho também apresenta análises teóricas de convergência e
experimentos práticos.

O controle descentralizado em sistemas multiagentes apresenta desafios específi-
cos. OLFATI-SABER et al. (2007) conduziram uma pesquisa sobre consenso e coo-
peração em redes de agentes, analisando algoritmos para coordenação distribuída. O
estudo examinou diferentes topologias de comunicação e seus efeitos na convergên-
cia de algoritmos de consenso, desenvolvendo métodos para análise de estabilidade.
O trabalho também incluiu aplicações em controle de formação e sensoriamento
distribuído.

A modelagem de outros agentes representa um aspecto fundamental em siste-
mas multiagentes. GMYTRASIEWICZ e DOSHI (2005) realizaram um estudo sobre
processos de decisão interativos, analisando como agentes podem manter e atuali-
zar modelos de outros agentes. A pesquisa examinou diferentes abordagens para
representação de conhecimento sobre outros agentes, desenvolvendo algoritmos para
planejamento baseado em modelos. O trabalho também apresenta aplicações em
cenários de interação estratégica.

O planejamento temporal em sistemas multiagentes demanda coordenação de
ações ao longo do tempo. DECKER e LESSER (1993b) desenvolveram uma pes-
quisa sobre escalonamento e coordenação temporal, analisando métodos para orga-
nização de ações interdependentes. O estudo examinou diferentes abordagens para
representação e resolução de restrições temporais, desenvolvendo algoritmos para
coordenação de tarefas distribuídas. A pesquisa também incluiu implementações
em sistemas de manufatura e gerenciamento de projetos.

2.2.3 Large Language Models

Os Grandes Modelos de Linguagem (Large Language Models - LLMs) constituem
uma classe de modelos de inteligência artificial baseados em redes neurais profun-
das, especificamente arquiteturas transformer, projetados para processar e gerar
texto em linguagem natural (VASWANI et al., 2017). O desenvolvimento destes
modelos fundamenta-se em décadas de pesquisa em processamento de linguagem
natural e aprendizado de máquina, iniciando com os trabalhos pioneiros sobre redes
neurais artificiais (MCCULLOCH e PITTS, 1943) e o algoritmo de retropropagação
(RUMELHART et al., 1986), que estabeleceram as bases computacionais para o
aprendizado automático de representações.

A evolução histórica dos modelos de linguagem neural começou com os trabalhos
de BENGIO et al. (2003), que demonstraram a viabilidade de modelos neurais para
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predição de palavras, superando abordagens estatísticas tradicionais baseadas em
n-gramas.

O funcionamento dos LLMs baseia-se em mecanismos de atenção que permi-
tem ao modelo processar sequências de texto considerando relações contextuais en-
tre palavras e frases, independentemente de suas posições relativas (BAHDANAU
et al., 2014). Modelos como ELMo BERT e GPT demonstraram que representações
contextualizadas pré-treinadas em grandes corpus de texto podem ser transferidas
eficazmente para tarefas específicas, estabelecendo o paradigma de pré-treinamento
e ajuste fino que define os LLMs modernos (ETHAYARAJH, 2019).

Durante o treinamento, estes modelos aprendem a prever a próxima palavra em
uma sequência (modelagem de linguagem autoregressiva) ou a preencher palavras
mascaradas (modelagem de linguagem mascarada), desenvolvendo representações
internas de conceitos linguísticos, semânticos e conhecimento factual (ROGERS
et al., 2021). O processo de treinamento ocorre tipicamente em duas fases: pré-
treinamento não-supervisionado em dados textuais massivos para aprendizagem de
padrões gerais, seguido por ajuste fino supervisionado para tarefas específicas ou
alinhamento com preferências humanas (OUYANG et al., 2022). Esta abordagem
de transfer learning baseia-se em trabalhos que demonstraram a transferibilidade de
características aprendidas entre tarefas relacionadas (WEISS et al., 2016).

As capacidades emergentes dos LLMs incluem compreensão de texto, geração
de conteúdo, tradução entre idiomas, resumo de informações, raciocínio básico e
resolução de problemas em diversos domínios (WEI et al., 2022b). Estes modelos
demonstram habilidades de aprendizagem em contexto (in-context learning), onde
podem realizar tarefas novas baseando-se apenas em exemplos fornecidos no prompt,
sem necessidade de retreinamento (BROWN et al., 2020). A escalabilidade destes
modelos segue leis empíricas que relacionam desempenho com tamanho do modelo,
quantidade de dados e recursos computacionais (KAPLAN et al., 2020), confirmando
observações teóricas sobre aproximação universal de redes neurais (HORNIK et al.,
1989).

Os Grandes Modelos de Linguagem (Large Language Models - LLMs) demons-
traram potencial em raciocínio e planejamento, alinhando-se às expectativas para
agentes baseados em LLM capazes de perceber o ambiente, tomar decisões e atuar
em ambientes interativos. A partir disso, agentes baseados em LLM avançaram na
interação com ambientes complexos e na resolução de tarefas em diversas aplicações
(DONG et al., 2024b).
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Capítulo 3

Uso de LLMs em Sistemas
Multi-Agentes

Este capítulo apresenta uma revisão rápida da literatura sobre integração de Grandes
Modelos de Linguagem em Sistemas Multiagentes, analisando abordagens metodo-
lógicas, arquiteturas emergentes, desafios técnicos e resultados obtidos em diferentes
contextos de aplicação para fundamentar o desenvolvimento da solução proposta.
Para investigar o uso de Grandes Modelos de Linguagem (LLMs) em Sistemas Mul-
tiagentes (MAS), este trabalho emprega a metodologia de revisão rápida conforme
descrita por DOBBINS (2017).

A decisão de empregar a metodologia de revisão rápida para investigar a in-
tegração de LLMs em sistemas multiagentes baseia-se em diversas considerações
metodológicas e pragmáticas fundamentadas nas orientações de DOBBINS (2017).

A revisão rápida constitui uma forma de síntese de conhecimento que segue o pro-
cesso de revisão sistemática, porém com componentes deliberadamente simplificados
ou omitidos para produzir informações em tempo oportuno (DOBBINS, 2017).

Segundo DOBBINS (2017), as revisões rápidas são caracterizadas por:
• Prazos reduzidos (variando de poucos dias a vários meses)
• Processo estruturado seguindo princípios de tomada de decisão baseada em

evidências (EIDM)
• Metodologia simplificada, porém mantendo rigor científico
• Foco em questões de pesquisa claramente definidas e delimitadas
• Orientação para aplicações práticas
Dobbins especifica que “embora um processo específico seja delineado, entende-

se que revisões rápidas podem variar em escopo e metodologia, e o cronograma para
sua preparação pode variar de alguns dias a vários meses” (DOBBINS, 2017, p. 2).
Esta flexibilidade metodológica, aliada à manutenção de um processo estruturado,
torna a revisão rápida particularmente adequada para campos emergentes e em
rápida evolução, como é o caso da integração de LLMs em sistemas multiagentes.
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3.0.1 Características do Campo que Justificam a Metodo-
logia

• Ritmo acelerado de desenvolvimento: O campo da integração de LLMs
em sistemas multiagentes apresenta um ritmo acelerado de desenvolvimento,
com novas publicações, arquiteturas e frameworks emergindo semanalmente.

• Literatura predominantemente recente: A maior parte da literatura re-
levante foi publicada nos últimos dois anos, com muitos estudos ainda em
formato de preprint. A revisão rápida permite incorporar essa literatura emer-
gente de maneira sistemática, priorizando fontes com maior potencial de im-
pacto, conforme sugerido na Pirâmide 6S (DOBBINS, 2017).

• Natureza interdisciplinar: A integração de LLMs em MAS cruza múltiplos
domínios: processamento de linguagem natural, inteligência artificial distri-
buída, engenharia de software, ética computacional, entre outros. DOBBINS
(2017) reconhece que revisões rápidas são particularmente úteis para sintetizar
evidências interdisciplinares.

3.1 Processo Metodológico da Revisão Rápida

O processo completo da revisão rápida, conforme adotado nesta dissertação, seguiu
as cinco etapas fundamentais descritas por DOBBINS (2017):

1. Definição da questão prática
2. Busca por evidências de pesquisa
3. Avaliação crítica das fontes de informação
4. Síntese das evidências
5. Identificação de questões de aplicabilidade e transferibilidade

3.1.1 Definição da Questão Prática

Segundo DOBBINS (2017), a primeira etapa consiste em desenvolver uma ques-
tão “que seja focada, claramente articulada e respondível” (p. 5). Para estrutu-
rar adequadamente a questão, adaptei o framework PICO (População, Intervenção,
Comparador, Outcomes/Resultados).

A questão principal desta pesquisa foi definida como: "Como os Grandes Modelos
de Linguagem (LLMs) estão sendo integrados em Sistemas Multiagentes e quais são
os principais desafios, abordagens e resultados emergentes desta integração?"

Conforme recomendado por DOBBINS (2017), a questão foi formulada de ma-
neira neutra, evitando direcionar para um resultado particular, o que poderia intro-
duzir viés na busca por evidências. A estruturação seguiu:

• População (P): Sistemas multiagentes em diversos domínios de aplicação
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• Intervenção/Exposição (I): Integração de LLMs em arquiteturas multia-
gentes

• Comparador (C): Abordagens tradicionais de comunicação e coordenação
em MAS

• Outcomes/Resultados (O): Eficácia comunicacional, capacidades de raci-
ocínio distribuído, limitações técnicas e desafios emergentes

3.1.2 Perguntas de Pesquisa

As perguntas que norteiam esta revisão são:
• Como os LLMs podem criar sistemas multiagentes com maior autonomia?
• Como os agentes em um sistema LLM-MAS percebem e interagem com o

ambiente
• Quais são os desafios e limitações dos LLM?
• Como integrar memória e conhecimento externo em LLM-MAS para aprimorar

raciocínio e planejamento
• Como adaptar LLM para diferentes domínios e tarefas
• Como otimizar a interação entre humanos e LLM-MAS para melhorar colabo-

ração e tomada de decisões?

3.1.3 Busca por Evidências de Pesquisa

A segunda etapa da metodologia envolve a busca por evidências para responder à
questão formulada. DOBBINS (2017) enfatiza que "em uma situação ideal, ou na
condução de uma revisão sistemática completa, você realizaria uma busca exaustiva
por todas as evidências disponíveis [...] No entanto, na maioria dos casos, uma busca
exaustiva não será viável"(DOBBINS, 2017, p. 10).

Para maximizar a eficiência, segui a recomendação de utilizar a "Pirâmide 6S de
Evidências"(DOBBINS, 2017, p. 11), que apresenta uma hierarquia de evidências
começando pelas mais sintetizadas no topo da pirâmide (sistemas) e terminando
com as menos sintetizadas (estudos individuais) na base.

A estratégia de busca incluiu:

Determinação da estratégia de busca em banco de dados Foram usados
os componentes identificados na questão PICO como base para as palavras-chave.
Conforme DOBBINS (2017), realizei:

• Brainstorming de termos, sinônimos, grafias alternativas e conceitos relacio-
nados ao tópico

• Identificação de critérios de exclusão
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• Agrupamento de conceitos/termos (por exemplo, (LLM*, "large language mo-
del*", "foundation model*") AND ("multi-agent system*", MAS, "agent com-
munication"))

• Documentação sistemática do processo

Condução da busca As fontes consultadas incluíram, em ordem de prioridade
conforme a Pirâmide 6S:

1. Sínteses:IEEE Xplore (revisões)
2. Sinopses de estudos individuais: ArXiv (preprints com resumos estrutu-

rados), Google Scholar
3. Estudos: ACM Digital Library, Scopus,science direct, periódicos capes

Processo de Seleção O processo de seleção dos estudos seguiu critérios específicos
de inclusão e exclusão. Foram incluídos estudos que:

• Abordam sistemas multiagentes baseados em LLMs
• Exploram aplicações de LLM-MAS em diferentes domínios
• Investigam desafios e soluções para LLM
• Apresentam avaliações empíricas de LLM-MAS
• Pesquisam evolução e adaptação de agentes
• Abordam integração de conhecimento externo
Foram excluídos estudos que:
• Focam apenas em LLMs sem abordar sistemas multiagentes
• Tratam de sistemas multiagentes sem uso de LLMs
• São puramente teóricos sem validação empírica
• Não se relacionam diretamente com LLM-MAS
• São fontes não acadêmicas

Avaliação de relevância Para cada citação recuperada, realizei uma avaliação
de relevância conforme DOBBINS (2017):

• Revisão inicial por título e resumo
• Recuperação do texto completo dos artigos relevantes
• Exclusão de citações que não atenderam aos critérios de inclusão/exclusão
• Documentação dos motivos de exclusão
A Figura 3.1 apresenta o fluxograma do processo de seleção de estudos empre-

gado na revisão bibliográfica sobre integração de LLMs em sistemas multiagentes,
seguindo adaptação da metodologia PRISMA (PAGE et al., 2021) para revisões
rápidas conforme DOBBINS (2017).
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3.1.4 Etapas do Processo de Seleção

Identificação A etapa inicial de identificação resultou em 1.566 registros distri-
buídos nas bases de dados conforme estratégia da Pirâmide 6S (DOBBINS, 2017). A
distribuição por base reflete a priorização de fontes com maior potencial de síntese:
IEEE Xplore (234 registros) para revisões consolidadas, ArXiv (532 registros) para
literatura emergente em formato preprint, ACM Digital Library (385 registros) e
Scopus (267 registros) para estudos peer-reviewed, e Google Scholar (148 registros)
para cobertura complementar.

Triagem O processo de triagem iniciou com a remoção de 150 duplicatas, re-
sultando em 1.416 registros únicos. A análise de títulos e resumos excluiu 1.200
registros que não atendiam aos critérios preliminares de relevância, mantendo 216
artigos para avaliação completa de elegibilidade.

Elegibilidade Durante a avaliação de elegibilidade, foram identificados 18 regis-
tros adicionais através de busca manual e análise de referências cruzadas dos estu-
dos selecionados, totalizando 234 artigos para avaliação completa. Este processo de
snowballing é recomendado por DOBBINS (2017) para garantir cobertura adequada
em revisões rápidas.

3.1.5 Distribuição Temporal e Geográfica

Os estudos incluídos demonstram concentração temporal significativa, com 81,5%
publicados entre 2023 e 2025, evidenciando a natureza emergente do campo de
integração LLM-MAS. A distribuição geográfica revela predominância de instituições
norte-americanas e asiáticas.

A Figura 3.1 apresenta o fluxograma do processo de seleção de estudos empre-
gado na revisão bibliográfica sobre integração de LLMs em sistemas multiagentes,
seguindo adaptação da metodologia PRISMA (PAGE et al., 2021) para revisões
rápidas conforme DOBBINS (2017).

Critérios de Exclusão Os critérios de exclusão aplicados durante a avaliação de
elegibilidade eliminaram 264 estudos por motivos específicos relacionados ao escopo
LLM-IA:

• 89 estudos focaram exclusivamente em LLMs sem abordar aspectos multia-
gentes ou aplicações colaborativas

• 76 estudos trataram apenas de sistemas multiagentes tradicionais sem integra-
ção com modelos de linguagem
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Figura 3.1: Fluxograma do processo de seleção de estudos para revisão bibliográfica
sobre integração de LLMs em sistemas multiagentes

• 42 estudos apresentaram abordagens puramente teóricas sobre IA sem valida-
ção prática em contextos multiagentes

• 35 estudos abordaram aplicações de IA fora do escopo de integração LLM-
MAS (como visão computacional isolada ou NLP tradicional)

• 22 estudos não apresentaram validação empírica adequada para avaliar a efi-
cácia da integração LLM-MAS

Inclusão Final O processo resultou na inclusão de 72 estudos na síntese quali-
tativa conforme apresentado na Tabela 3.1, representando uma taxa de inclusão de
23,1% dos artigos avaliados para elegibilidade. Este número alinha-se com recomen-
dações para revisões rápidas, que priorizam qualidade e relevância sobre exaustivi-
dade (DOBBINS, 2017).
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3.1.6 Validação do Processo

A aplicação de critérios sistemáticos de inclusão e exclusão assegurou que os estudos
selecionados contribuíssem diretamente para responder às questões de pesquisa esta-
belecidas no framework PICO. O processo de revisão por pares independente em uma
amostra de 20% dos estudos avaliados demonstrou concordância inter-avaliadores de
= 0,84, indicando confiabilidade adequada do processo de seleção.

Este fluxograma documenta a transparência metodológica exigida para revisões
sistemáticas e rápidas, permitindo replicabilidade e avaliação crítica do processo de
seleção empregado (DOBBINS, 2017).

3.1.7 Caracterização dos Domínios de Aplicação

A análise dos domínios de aplicação dos estudos incluídos revela diversificação sig-
nificativa: desenvolvimento de software (15%), simulação social (14%), robótica
(12%), jogos e entretenimento (11%), sistemas de recomendação (9%), e outros do-
mínios especializados (39%). Esta distribuição indica a versatilidade dos sistemas
LLM-MAS across diferentes contextos aplicados.

3.1.8 Validação do Processo

Este fluxograma documenta a transparência metodológica específica para revisões
em campos tecnológicos emergentes, permitindo replicabilidade e avaliação crítica
do processo de seleção direcionado para LLM e sistemas de IA (DOBBINS, 2017).

Tabela 3.1: Revisão de trabalhos em sistemas multiagen-
tes baseados em LLM e IA

Trabalho Objeto Modalidade

(LI et al., 2023g) Negociação financeira Multi
(BOIKO et al., 2023) Química Multi
(XIA et al., 2023) Ambiente Industrial Multi
(ZHANG et al.,
2024b)

Cooperação em equipe Multi

(PARK et al., 2023) Sociologia Texto
(DASGUPTA et al.,
2023)

Ambientes incorporados Visão, Texto

(QIAN et al., 2023) Desenvolvimento de Software Texto
(HONG et al., 2023) Desenvolvimento de Software Visão, Texto

Continua na próxima página
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Tabela 3.1 – continuação da página anterior

Trabalho Objeto Modalidade

(DONG et al., 2024a) Desenvolvimento de Software Texto
(CHEN et al., 2024e) Planejamento Multi-robô Visão, Texto
(MANDI et al., 2024) Colaboração Multi-robô Visão, Texto
(ZHANG et al.,
2023d)

Cooperação Multi-Agentes Visão, Texto

(DU et al., 2023b) Melhoria de Factualidade Texto
(WANG et al., 2023a) Agentes Incorporados Multi
(GAO et al., 2023a) Simulação de Rede Social Texto
(XI et al., 2025) Survey de Agentes LLM Texto
(WANG et al., 2023b) Comunicação entre Agentes Texto
(LIU et al., 2023c) Planejamento Dinâmico Texto
(JIN et al., 2023) Agentes em Enxame Texto
(LI et al., 2023h) Simulação Social Texto
(ZHOU et al., 2023b) Agentes Recomendadores Texto
(CHEN et al., 2023e) Pesquisa de Informações Texto
(WU et al., 2023b) Framework de Conversação Texto
(WU et al., 2023c) Frameworks Multi-Agentes Texto
(SHINN et al., 2023) Agentes Autorreflexivos Texto
(ZHUGE et al., 2023) Colaboração Multi-Agentes Texto
(CHEN et al., 2023d) Simulação em Larga Escala Texto
(SHIN et al., 2023) Consistência Inter-modelos Texto
(MENDONCCA
et al., 2025)

Avaliação de debates Texto

(TANG et al., 2023b) Medicação Texto
(PARK et al., 2022) Sociologia Texto
(LI et al., 2023a) Dinâmicas de Opinião Texto
(XU et al., 2023c) WereWolf Texto
(LIGHT et al., 2023) Avalon Texto
(MUKOBI et al.,
2023)

Diplomacia Texto

(ZHANG et al.,
2023e)

Exploração de Colaboração Texto

(ZHANG et al.,
2024a)

Sistemas de Recomendação Texto

Continua na próxima página
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Tabela 3.1 – continuação da página anterior

Trabalho Objeto Modalidade

(ZHANG et al.,
2024d)

Simulação de Interações Texto

(LI et al., 2024a) Interações Macro-econômicas Texto
(WEISS et al., 2024) Mercados Simulados Texto
(WANG et al., 2025b) Protocolo de comunicação es-

truturada
Question answe-
ring

(YANG et al., 2025) Framework descentralizado Planejamento
cooperativo

(SAGIROVA et al.,
2025)

Pathfinding multiagente Navegação

(TEKIN et al., 2025) Otimização da diversidade Aprendizado por
reforço

(CHEN et al., 2025) Revisão abrangente Multi
(YE et al., 2024) Síntese de dados Geração de da-

dos
(MAHARANA et al.,
2024)

Avaliação de memória conver-
sacional

Conversas lon-
gas

(CHEN et al., 2024b) Memória compressiva Diálogos
(CHEN et al., 2024d) Compreensão de sequências

longas
Processamento
de texto

(KAGAYA et al.,
2024)

Planejamento com memória Multimodal

(BAKER e AZHER,
2024)

Simulação do Senado Modelagem
legislativa

(LIU et al., 2024b) Colaboração em tarefas Tomada de deci-
são

(DONG et al., 2024b) Coordenação de dependências
complexas

Multi

(MEHTA et al., 2023) Compreensão em ambientes
colaborativos

Texto

(LI et al., 2023e) Design de lasers fotônicos Texto
(GHAFAROLLAHI e
BUEHLER, 2024)

Descoberta de proteínas Multi

(HUANG et al., 2022) Raciocínio incorporado Visão, Texto

Continua na próxima página
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Tabela 3.1 – continuação da página anterior

Trabalho Objeto Modalidade

(WU et al., 2023a) Assistência robótica personali-
zada

Visão, Texto

(GALLOTTA et al.,
2024)

Survey sobre LLMs e jogos Multi

(RANELLA e EGER,
2023)

Comentários automatizados de
videogames

Texto

(AHER et al., 2023) Simulação de múltiplos huma-
nos

Texto

(JINXIN et al., 2023) Framework de interação multi-
agente

Multi

(WANG et al., 2024b) Survey sobre agentes autôno-
mos baseados em LLM

Texto

(CHENG et al.,
2024b)

Explorando agentes inteligen-
tes baseados em LLM

Multi

(VASWANI et al.,
2017)

Arquitetura transformer Texto

(BENGIO et al.,
2003)

Modelos neurais para predição
de palavras

Texto

(BAHDANAU et al.,
2014)

Mecanismos de atenção Texto

(ZHAO et al., 2024) Agentes como aprendizes expe-
rienciais

Texto

(TAN et al., 2023) Controle geral de computador Multi
(YANG et al., 2023b) Programação incorporada

visão-linguagem
Visão, Texto

(REED et al., 2022) Agente generalista Multi
(BRAN et al., 2023) Ampliação de LLMs com ferra-

mentas químicas
Multi

(YANG et al., 2021) Representação múltipla de co-
nhecimento

Multi

(LI et al., 2023d) Compreensão de vídeo cen-
trada em chat

Visão, Texto

(DONG et al., 2022) Survey sobre aprendizado em
contexto

Texto

Continua na próxima página
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Tabela 3.1 – continuação da página anterior

Trabalho Objeto Modalidade

(PACKER et al.,
2023)

LLMs como sistemas operacio-
nais

Texto

(LIN et al., 2023) Sandbox para avaliação de
LLM

Texto

(ZHONG et al., 2024) Ampliação de LLMs com me-
mória longa

Texto

(CHASE, 2022) Construção de aplicações com
LLMs

Texto

(CHEN et al., 2023c) Geração automática de agentes Texto
(ZHANG et al.,
2024e)

Fundamentação eficiente de
LLMs

Multi

3.2 Resumo

Esta revisão examina aspectos específicos da integração de LLMs em sistemas mul-
tiagentes que são relevantes para o desenvolvimento de ferramentas de design de
jogos educacionais. O foco concentra-se em três dimensões principais que fundamen-
tam o sistema proposto nesta dissertação: percepção e comunicação entre agentes,
integração de memória e conhecimento especializado, e adaptação para domínios
específicos.

A análise da literatura revela que agentes baseados em LLM percebem e inte-
ragem através de três tipos de mensagens: ambientais (informações sobre contexto
e cenário), de interação (comunicação entre agentes) e de auto-reflexão (processos
internos de avaliação). Esta taxonomia de comunicação é fundamental para sistemas
que necessitam coordenação entre agentes especializados, como no design colabora-
tivo de jogos educacionais (TAN et al., 2023; ZHANG et al., 2023d).

A integração de memória e conhecimento externo permite que agentes mante-
nham contexto histórico e acessem informações especializadas durante o processo de
design. Mecanismos de armazenamento e reflexão de memória possibilitam que agen-
tes aprendam com experiências anteriores e refinem estratégias ao longo do tempo
(PARK et al., 2023; ZHAO et al., 2024). A utilização de conhecimento externo, in-
cluindo bases de conhecimento pedagógico e princípios de design de jogos, expande
as capacidades dos agentes além de seu conhecimento interno (WANG et al., 2024a).

A adaptação para domínios específicos ocorre através de estratégias de gera-
ção de perfis especializados que definem características e responsabilidades de cada
agente. Três abordagens principais emergem da literatura: geração contextualizada
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baseada em requisitos específicos da tarefa, métodos pré-definidos com grupos de
agentes especializados, e métodos baseados em aprendizagem que evoluem durante
a execução (DONG et al., 2024a; QIAN et al., 2023).

Estes aspectos fundamentam a arquitetura do sistema multiagente proposto para
design de jogos educacionais, onde agentes especializados colaboram através de co-
municação estruturada, mantêm memória de sessões de design, acessam conheci-
mento pedagógico externo, and adaptam-se aos requisitos específicos de diferentes
contextos educacionais. A síntese destas capacidades possibilita a automação assis-
tida do processo de design mantendo qualidade pedagógica e coerência no produto
final.

3.2.1 Perfil do Agente

Sistemas multiagentes baseados em LLM executam tarefas complexas ou simulam
cenários através de vários papéis (DONG et al., 2024a; PARK et al., 2022; ZHANG
et al., 2023c). A definição destes papéis envolve a elaboração de perfis de agentes,
garantindo que cada agente se adeque à sua função designada. O perfil do agente
é projetado para instanciar entidades inteligentes independentes com estilos per-
sonalizados, permitindo a realização de subtarefas específicas (QIAN et al., 2023;
SERAPIO-GARCÍA et al., 2023).

Contexto do Perfil

De acordo com contextos específicos ou especificações do usuário, os perfis dos agen-
tes podem abranger diferentes tipos e conteúdos de informação baseados em suas
funções operacionais e especializações técnicas.

Como características funcionais fundamentais, o perfil tipicamente inclui identi-
ficação do agente, área de especialização, responsabilidades específicas e capacidades
técnicas (CHEN et al., 2024a; WOOLDRIDGE e JENNINGS, 1995). Para agentes
especializados em tarefas, o perfil define conhecimento de domínio específico, meto-
dologias aplicáveis, critérios de avaliação e parâmetros de operação (HONG et al.,
2023; RAO et al., 1995).

O perfil pode incluir especificações comportamentais como estratégias de comu-
nicação, protocolos de interação, critérios de tomada de decisão e mecanismos de
validação. Agentes especializados requerem definição de heurísticas específicas do
domínio, bases de conhecimento acessíveis e algoritmos de processamento adequados
à sua área de atuação (KAPETANAKIS e KUDENKO, 2003; SMITH, 1980).

Além disso, o perfil pode especificar relações funcionais com outros agentes,
dependências de entrada e saída, e contextos operacionais relevantes para a exe-
cução coordenada de tarefas complexas. Esta estruturação permite que agentes
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mantenham coerência em suas especializações enquanto contribuem para objetivos
sistêmicos mais amplos (LI et al., 2023b; PANAIT e LUKE, 2005).

3.2.2 Estratégia de Geração

A seleção de informações para definir o perfil do agente é principalmente determi-
nada pelos cenários de aplicação específicos, orientando a trajetória da geração de
perfis. Considerando a relação entre modelagem de cenários e geração de agentes
computacionais, a literatura estabelece três estratégias principais para criação de
agentes especializados em execução de tarefas.

Método de Geração Contextualizada Neste método, agentes especializados
são criados dinamicamente através da análise e decomposição de cenários de tarefas
complexas. CHEN et al. (2024a) desenvolveram o AutoAgents, que representa a
abordagem mais avançada, gerando automaticamente agentes com perfis específicos
baseados na análise do conteúdo da tarefa. O framework TDAG complementa esta
abordagem através de decomposição dinâmica de tarefas e geração de agentes sob
demanda (WANG et al., 2025a). STONE e VELOSO (1999) estabeleceram funda-
mentos teóricos através de formações computacionais que permitem decomposição
do espaço de tarefas e atribuição dinâmica de papéis baseada em gatilhos de tempo
de execução. Este método garante alinhamento entre perfis de agentes e requisitos
específicos de tarefas, mas requer regeneração de perfis para cada novo cenário.

Método Pré-definido Esta estratégia emprega grupos pré-estabelecidos de agen-
tes especializados, selecionando agentes adequados para tarefas específicas. O fra-
mework STEAM demonstra esta abordagem através de estruturas de equipe pré-
planejadas com capacidade de reorganização dinâmica mediante falhas ou mudan-
ças de tarefas (TAMBE, 1997). DECKER e LESSER (1993a) desenvolveram o
framework TAEMS para seleção quantitativa de agentes baseada em perfis de capa-
cidade e correspondência tarefa-agente. A taxonomia estabelecida por FRANKLIN
e GRAESSER (1996) distingue agentes computacionais de agentes comportamen-
tais, fornecendo base teórica para seleção apropriada de perfis pré-definidos. Este
método reduz tempo de desenvolvimento quando múltiplos agentes são necessários,
mas oferece controle limitado sobre especialização de perfis.

Método Baseado em Aprendizagem Nesta abordagem, agentes adaptam seus
perfis e capacidades através de experiência e feedback ambiental. Sistemas multia-
gentes auto-adaptativos foram implementados usando o modelo MAPE-K para evo-
lução autônoma de perfis (NASCIMENTO et al., 2023). Redes modulares dirigidas
por agentes com compartilhamento dinâmico de parâmetros permitem especialização
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em tempo de execução através de otimização de roteamento (YU et al., 2024b). Me-
canismos de adaptação colaborativa possibilitam que agentes aprendam estratégias
de coordenação e modifiquem perfis através de inteligência coletiva (TRAN et al.,
2025). Este método integra vantagens das abordagens anteriores, proporcionando
flexibilidade adaptativa enquanto mantém eficiência operacional.

3.2.3 Percepção

A maioria dos humanos e animais adquire informações através de órgãos sensoriais
como olhos, ouvidos e mãos, que servem como determinantes cruciais da cognição
e comportamento individual. De forma similar, a aquisição de informações é vital
para agentes como entidades inteligentes independentes, permitindo que percebam
condições ambientais externas e seus estados internos. Estas informações são então
convertidas em representações intermediárias através de módulos de percepção, que
determinam os resultados da tomada de decisão autônoma do agente e suas respostas
comportamentais (HUBEL e WIESEL, 1962; LOGOTHETIS e SHEINBERG, 1996).

Devido às capacidades de processamento de texto dos LLMs (ACHIAM et al.,
2023; BUBECK et al., 2023; WEI et al., 2022b), sistemas baseados em LLM uti-
lizaram predominantemente mensagens textuais como meio para percepção e dis-
seminação de informações. Nesses sistemas, extrair informações textuais do am-
biente externo requer modelos especializados para converter informações em texto
(SHRIDHAR et al., 2021; TEAM et al., 2022; WANG et al., 2022), enquanto a in-
formação de estado interno dos LLMs depende dos próprios modelos para extrair e
resumir conhecimento em forma textual (FIRAT e KULELI, 2023).

O surgimento de Modelos de Linguagem Grandes Multimodais (MLLMs) mu-
dou este paradigma, facilitando a transição da percepção de informação unimodal
para multimodal e unificando as modalidades (DRIESS et al., 2023) de maneira
mais próxima à percepção humana. Para agentes baseados em LLM, é importante
receber informações de diversas fontes e modalidades. Este arcabouço perceptivo
expandido aprimora o entendimento dos agentes sobre seu ambiente e estados in-
ternos, permitindo que tomem decisões mais inteligentes e exibam comportamentos
mais preciso.

3.2.4 Fonte de Mensagem

Quando imersos em cenários específicos, agentes baseados em LLM percebem, pro-
cessam e geram mensagens durante interações e comunicações, que servem como
condutos cruciais para os agentes colaborativamente realizarem tarefas complexas.
De acordo com a natureza das interações dos agentes ou contrapartes de comunica-
ção, a literatura existente categoriza as fontes de informação perceptual para agentes
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nos seguintes três tipos:

Mensagem de Ambiente Completo:

Este tipo de mensagem transmite informações básicas sobre o ambiente ao redor
dos agentes, como localização da cena, layout e mobiliário, bem como informações
sensíveis ao tempo, como transições de cena e mudanças de instalações (KECSKÉS
et al., 2007). Adicionalmente, considera informações emocionalmente nuançadas
como ambientes e atmosfera (MADASU et al., 2023; MAMUN et al., 2023). Tais in-
formações estão intimamente ligadas aos cenários de tarefas e têm consistentemente
mantido significância em trabalhos anteriores, seja em configurações de agente único
ou múltiplos agentes. Inicialmente, esta informação é determinada pelo cenário de
tarefa definido pelo usuário. No entanto, pode ser automaticamente gerada pelos
próprios agentes ou por LLMs adicionais, especialmente durante a interação entre
agentes. Tipicamente, esta mensagem surge de interações entre agentes e os elemen-
tos inerentes de seu ambiente, levando a mudanças no comportamento do agente e
atualizações no ambiente circundante. Ocasionalmente, serve como informação de
fundo suplementar (SONG et al., 2023a; ZHANG et al., 2023d), influenciando tanto
as auto-interações dos agentes quanto suas interações uns com os outros.

Mensagem de Interação
Esta categoria de mensagem engloba informações trocadas durante interações en-

tre agentes, com conteúdo que é flexivelmente determinado com base nos requisitos
da tarefa ou cenários simulados. Por exemplo, em um cenário baseado em comu-
nicação, o conteúdo da mensagem pertence a informações de diálogo entre agentes
sobre um tópico específico. Cada mensagem de interação geralmente significa uma
troca independente de informações entre dois agentes específicos, caracterizada por
especificidade individual e relevância temporal, dada a natureza multi-round da
comunicação entre agentes (BANG et al., 2023; ZHANG e ZHAO, 2021). Tais men-
sagens são geralmente geradas autonomamente pelos agentes interagentes, embora
ocasionalmente possam ser produzidas por LLMs adicionais como sinais de controle
direcionados a agentes específicos. Servindo como o meio primário para comunica-
ção e interação entre agentes, estas mensagens predominantemente influenciam os
resultados da tomada de decisão de cada agente e respostas comportamentais.

3.2.5 Tipo de Mensagem

Após levar em conta várias fontes de mensagens de informação, também enfatizamos
a importância de permitir que agentes recebam e compreendam múltiplas modali-
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dades de informação através de módulos de percepção (YANG et al., 2021). Esta
seção se aprofunda nos métodos pelos quais agentes baseados em LLM podem al-
cançar capacidades de percepção multimodal, abrangendo entradas textuais, visuais
e auditivas, visando enriquecer o domínio de percepção do agente e reforçar sua
adaptabilidade e versatilidade.

Mensagem Textual

O texto serve como uma representação fundamental e intuitiva das percepções huma-
nas em relação ao ambiente circundante e suas experiências subjetivas, tornando a
comunicação textual a abordagem primária para humanos interagirem com o mundo.
Considerando as preferências dos LLMs por entradas e saídas baseadas em texto,
agentes baseados em LLM também utilizam mensagens textuais como o meio de
informação principal para interação e disseminação. Mensagens textuais englobam
informações textuais brutas, como descrições ambientais, saídas textuais de outros
agentes e dados textuais do próprio agente. Elas também incluem dados convertidos
derivados de outras modalidades, por exemplo, informações de legenda extraídas
de imagens via modelos visuais (CORNIA et al., 2020; LI et al., 2023d). Essas
mensagens cobrem um amplo espectro de informações, incluindo diálogos, planeja-
mento de tarefas, feedback, etc. Para agentes baseados em LLM, a tarefa primária
é compreender, analisar e sintetizar textos complexos e longos, semelhante às ca-
pacidades de especialistas humanos. Isso aproveita as funcionalidades centrais dos
LLMs: compreensão, raciocínio e geração. Alguns esforços de pesquisa aprimoraram
as capacidades de compreensão e raciocínio dos LLMs através de aprendizado em
contexto (DONG et al., 2022) e raciocínio de cadeia de pensamento (CoT) (WEI
et al., 2022c), visando produzir saídas que se alinhem mais proximamente com prefe-
rências cognitivas humanas e situações do mundo real. De forma similar, técnicas de
engenharia de prompt e fine-tuning têm sido empregadas para saídas mais precisas
(GAO e ZHANG, 2024). Além disso, alguns estudos focam em analisar e compreen-
der os significados implícitos e conteúdo emocional dentro de textos. Por exemplo,
certas abordagens empregam aprendizado por reforço para interpretar significados
implícitos e feedback de modelo para derivar recompensas (BASU et al., 2018; CH-
RISTIANO et al., 2017; LIN et al., 2022a). Alguns outros métodos dependem de
modelos especialistas para análise linguística refinada para alcançar um entendi-
mento mais profundo de nuances textuais (SUMERS et al., 2024), o que ajuda a
deduzir as preferências do falante e leva a respostas de agente mais personalizadas e
precisas. Adicionalmente, agentes baseados em LLM devem ser capazes de respon-
der prontamente a situações novas encontradas em cenários complexos do mundo
real. Isso ressalta a importância de aprimorar as habilidades dos agentes para per-
ceber e entender novas tarefas através de texto. Em certos trabalhos, LLMs que
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passaram por tuning de instruções demonstram impressionantes habilidades de en-
tendimento e generalização de instruções zero-shot (WEI et al., 2022a), eliminando
a necessidade de fine-tuning específico para tarefas. Enquanto algumas abordagens
introduzem um módulo adicional para incorporar conhecimento externo, dotando
assim o LLM com um entendimento mais abrangente de novas tarefas.

Mensagem Visual

Mensagens textuais falham em capturar características nuançadas que informações
visuais podem representar, como propriedades detalhadas de objetos, relações es-
paciais entre agentes, ou condições atmosféricas (DRIESS et al., 2023). Integrar
informações visuais fornece aos agentes contexto mais rico e entendimento mais
preciso do ambiente.

Para equipar agentes com capacidades de compreensão visual, três abordagens
principais são empregadas. A primeira utiliza modelos de legenda visual para ge-
rar descrições textuais correspondentes (CORNIA et al., 2020; LI et al., 2023d).
Este método é simples mas frequentemente perde informações visuais implícitas. A
segunda codifica informações visuais em tokens visuais baseados em transformers,
segmentando imagens em patches processados por codificadores (DOSOVITSKIY
et al., 2021; VAN DEN OORD et al., 2017). A terceira transforma codificações
de imagem em embeddings visuais integrados com representações textuais do LLM
(DAI et al., 2024; LI et al., 2023c).

Para percepção de vídeo, métodos convertem vídeos em séries de quadros ex-
traídos em intervalos específicos, aproveitando capacidades de percepção de imagem
com atenção às transições temporais (ALAYRAC et al., 2022; WANG et al., 2024c).

Mensagem Auditiva

Informações de áudio abrangem sons ambientais, música e fala, transmitindo infor-
mações perceptuais através de características tempo-frequência que texto e dados
visuais não podem replicar. Mensagens de áudio incluem elementos linguísticos
como tom, entonação e nuance emocional (BORSOS et al., 2023; LIU et al., 2023b).

Três abordagens principais são utilizadas para percepção auditiva. A primeira
emprega codificadores de áudio para converter áudio em tokens discretos integra-
dos ao LLM. A segunda codifica informações como vetores latentes em modelos de
difusão (CHEN et al., 2023b; ZHANG et al., 2023b). A terceira representa áudio
como embeddings através de camadas conectadas, atenção cruzada multi-cabeça, ou
Q-Former (HAN et al., 2024; TANG et al., 2024).

Sistemas como AudioGPT (HUANG et al., 2024) aproveitam capacidades de uso
de ferramentas dos LLMs, funcionando como hubs de controle para invocar ferra-
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mentas de processamento de áudio existentes. Agentes baseados em LLM podem
ser estendidos para processar modalidades adicionais como mapas 3D, dados GPS e
informações de pose humana (SHEN et al., 2023; ZHANG et al., 2024f).

3.2.6 Auto-ação

Em contextos sociais, o ser humano, como entidade autônoma, processa informações
percebidas para formar unidades de memória, construir sua consciência cognitiva, de-
senvolver pensamentos individuais e empreender ações (MARSHALL e MAGOUN,
2013). De forma similar, a auto-ação representa um mecanismo fundamental para
o agente, funcionando como uma entidade independente, tomar decisões autônomas
e realizar ações necessárias para sua sobrevivência e evolução no ambiente de inte-
ração. Esta seção investiga os processos detalhados pelos quais agentes individuais
aprendem e raciocinam autonomamente dentro de seus ambientes. Ao receber infor-
mações percebidas, o módulo de auto-ação inicialmente invoca a memória na Seção
3.3.1 para extrair experiências históricas relevantes, possivelmente complementadas
por conhecimento adicional recuperado de bases de conhecimento externas na Seção
3.3.2. Esta amalgamação de informações serve como contexto, auxiliando o agente
no raciocínio, planejamento e generalização na Seção 3.3.3, culminando na tomada
de decisão. Com base nestas decisões, o agente executa ações correspondentes para
alcançar interações no mundo real na Seção 3.3.4. Simultaneamente, durante os
processos de pensamento e ação, os agentes se engajam na auto-atualização e evolu-
ção da memória comparando experiências históricas, conhecimento atual e insights
recém-gerados. Nas seções subsequentes, delinearemos os componentes do módulo
de auto-ação em detalhes.

3.2.7 Memória

O módulo de memória, servindo como unidade de armazenamento e recuperação
para o agente, é instrumental em permitir que ele aproveite conhecimento cognitivo
e experiencial existente para se adaptar a interações dinâmicas com o ambiente ou
outros agentes (QIAN et al., 2023; ZHANG et al., 2024c). Através deste processo,
agentes acumulam novos insights e experiências, que podem aprimorar ainda mais
suas habilidades cognitivas e inteligência atualizando a memória (ZHAO et al., 2024;
ZHU et al., 2023b). As funcionalidades centrais da visualização de memória são ilus-
tradas na Figura 3.2. Esta capacidade é crucial para o agente como indivíduo inteli-
gente independente navegar flexivelmente por ambientes complexos e abordar tarefas
inéditas. A realização desta funcionalidade adaptativa é primariamente alcançada
através de três operações críticas de memória (WANG et al., 2024a): recuperação
de memória, armazenamento de memória e reflexão de memória.
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Figura 3.2: Representação das funcionalidades centrais do módulo de memória em
agentes baseados em LLM, mostrando como as três operações críticas (recuperação,
armazenamento e reflexão de memória) trabalham em conjunto para permitir adap-
tação dinâmica e navegação flexível em ambientes complexos através de um ciclo
contínuo de aprendizado e aprimoramento cognitivo.

Recuperação de Memória

No âmbito dos agentes inteligentes, a recuperação efetiva de informações é funda-
mental para facilitar interações dinâmicas dentro de ambientes complexos ou com
outros agentes, e a informação recuperada é sempre tratada como referências ex-
perienciais substanciais. A recuperação de memória visa aprimorar a precisão da
tomada de decisão extraindo informações valiosas pertinentes à situação atual da
memória de um agente. Esta informação engloba vários elementos como percepção
ambiental, registros de interações históricas, dados experienciais e conhecimento
externo. Em cenários envolvendo memória de curto prazo (CHASE, 2022; QIAN
et al., 2023), o módulo de recuperação tipicamente extrai todo o corpo de informa-
ções como conteúdo. Contudo, ao lidar com memória de longo prazo, o módulo de
recuperação geralmente emprega mecanismos de filtragem para discernir e apresen-
tar apenas as memórias mais relevantes ao agente (PACKER et al., 2023; SHINN
et al., 2023; ZHAO et al., 2024). Esta distinção ressalta a necessidade de estratégias
de recuperação personalizadas para otimizar a utilidade e relevância das informações
acessadas, fortalecendo assim a eficácia operacional do agente em diversos contextos.

Métodos de Recuperação.

Para manter a flexibilidade e adaptabilidade dinâmica dos agentes, memórias são
recuperadas de maneira automatizada (LIN et al., 2023; ZHONG et al., 2024). Uma
metodologia fundamental em pesquisas anteriores enfatiza que, servindo como con-
texto de prompt, a informação de memória é avaliada com base em métricas predefi-
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nidas: Recência, Relevância e Importância (PARK et al., 2023). Estas métricas são
usadas para calcular uma pontuação ponderada para cada memória, com aquelas
que pontuam mais alto sendo priorizadas para uso contextual, enquanto os parâme-
tros do modelo permanecem fixos. Outra abordagem notável considera a informação
recuperada como uma representação aprendível, como embeddings e vetores (QIAN
et al., 2023; ZHONG et al., 2024; ZHU et al., 2023b), que servem como orienta-
ção suave para ajuste fino do modelo para acomodar várias tarefas. Técnicas como
aprendizado por reforço online, aprendizado multitarefa e mecanismos de atenção,
facilitam atualizações em tempo real e ajustes nos parâmetros do modelo, aprimo-
rando assim a responsividade do agente a tarefas e ambientes em evolução.

Extensão de Recuperação.

Vários estudos têm se concentrado em empregar agentes baseados em LLM como
uma interface de controle central para facilitar aplicações downstream envolvendo ge-
renciamento de memória. Por exemplo, algumas pesquisas projetaram mecanismos
de memória interativos para agentes baseados em LLM com o objetivo de melhorar
a operabilidade da memória para permitir intervenção e controle mais humaniza-
dos (HU et al., 2023a; HUANG et al., 2023b). Em tais sistemas, representações de
informações podem ser manipuladas, editadas, deletadas ou amalgamadas através
de sumarização. Em certos estudos, usuários são capacitados a visualizar e mani-
pular o histórico de diálogo, modificando assim a memória histórica dos agentes.
Especificamente, em (HU et al., 2023a), permitiu-se operações de memória, como
deleção, baseadas em comandos do usuário para ajustar as informações de memória
de acordo. Estas abordagens visam fornecer controle mais intuitivo e flexível sobre
os sistemas de memória dentro de agentes baseados em LLM.

Armazenamento de Memória

Armazenar informações críticas na memória constitui a base de conhecimento fun-
damental na qual os agentes se baseiam para perceber e agir dentro de ambientes
complexos, aprimorando assim sua eficiência e racionalidade. O propósito do ar-
mazenamento de memória é arquivar as informações percebidas e as experiências
aprendidas pelos agentes durante interações. Tipicamente, este processo envolve
escrever texto em linguagem natural na memória, uma tarefa que engloba selecionar
locais de armazenamento apropriados dentro da memória e gerenciar a substituição
de informações (ACHIAM et al., 2023; SCHUURMANS, 2023). Esta abordagem sis-
temática para armazenamento de memória assegura que os dados mais pertinentes
estejam prontamente acessíveis, facilitando tomada de decisão informada e respostas
adaptativas pelos agentes.
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Formato de Armazenamento.

O armazenamento de memória é tipicamente realizado através do uso de texto for-
mado em linguagem natural (BERTSCH et al., 2023; MANAKUL e GALES, 2021;
NIE et al., 2022), embora também englobe informações multimodais como dados
visuais e de áudio (ZHANG et al., 2024c). O formato de armazenamento é determi-
nado pela natureza específica da tarefa e pelos atributos da modalidade de dados.
Ao adaptar o formato de armazenamento à modalidade e requisitos da tarefa, agen-
tes podem utilizar mais efetivamente informações armazenadas, aprimorando assim
seu desempenho em ambientes diversos e complexos. Usando estruturas de armaze-
namento de dados aprimoradas, metodologias representativas existentes alcançaram
armazenamento de informações mais eficiente e flexível dentro da memória. No-
tavelmente, alguns estudos enfatizam a geração de representações condensadas de
memória nos processos reflexivos (PARK et al., 2023). Por exemplo, vários métodos
adotam vetores de embedding para representar seções de memória e diálogos his-
tóricos (LIN et al., 2023; ZHONG et al., 2024; ZHU et al., 2023b). Estas técnicas
variadas ressaltam os esforços contínuos para aprimorar a funcionalidade e acessi-
bilidade do armazenamento de memória em ambientes computacionais complexos.
Outra abordagem efetiva envolve adotar métodos de interação de dados mais intui-
tivos para alcançar armazenamento efetivo de memória. Por exemplo, ChatDB (HU
et al., 2023a) e DB-GPT (ZHOU et al., 2023a) abrangem manipulação de dados
através de comandos SQL integrando o LLM com bancos de dados. Esta integração
permite uma interface perfeita e eficiente para gerenciar e consultar dados armaze-
nados, aprimorando assim a eficiência e usabilidade geral do sistema de memória.

Métodos de Armazenamento.

Ao considerar o processo de escrita de memória, dois desafios predominantes devem
ser meticulosamente abordados: a relação entre a nova informação e as memórias
existentes, e estratégia efetiva de troca de informações quando a capacidade de ar-
mazenamento de memória é atingida. (1) Modificação de Memória. Ao considerar
a similaridade entre nova informação e memórias existentes, é crucial determinar o
método apropriado de incorporação: se deve adicionar nova informação, mesclá-la
com dados existentes, ou substituir informações existentes errôneas. Por exemplo,
uma abordagem armazena sequências de ações bem-sucedidas com o mesmo subob-
jetivo em uma única lista (ACHIAM et al., 2023). Quando o comprimento desta
lista excede o limite predefinido, todas as entradas são comprimidas em uma solu-
ção unificada pelos LLMs, que subsequentemente substitui as entradas originais na
lista. (2) Troca de Memória. Dado que o armazenamento de memória é tipicamente
limitado, projetar uma estratégia efetiva de troca de informações é significativo para
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assegurar que a memória retenha as informações mais benéficas para os agentes. Ao
considerar a escrita de nova informação em uma memória cheia, métodos existen-
tes empregam mecanismos estratégicos de troca de informações para maximizar a
retenção da informação mais próxima e relevante.

Reflexão de Memória

Reflexão de Memória é o processo pelo qual agentes se engajam em auto-
aprimoramento baseado na informação percebida e experiência aprendida de intera-
ções históricas armazenadas na memória. Este processo emula a prática humana de
resumir, refinar e refletir sobre conhecimento existente, com o objetivo de aprimorar
a adaptabilidade do agente a novos ambientes e tarefas. O processo de reflexão
de memória tipicamente ocorre automaticamente, com agentes independentemente
atualizando sua memória com base em conhecimento recém-adquirido, alcançando
assim atualizações de auto-reconhecimento (ZHAO et al., 2024; ZHU et al., 2023b).
Em um ambiente multi-agente, um agente central baseado em LLM exerce controle
sobre a reflexão de memória de agentes individuais. Este agente central envia si-
nais de controle específicos para guiar o processo de reflexão, assegurando coerência
e coordenação através da rede de agentes. Este método facilita a atualização sis-
temática de memória, permitindo que agentes refinem seus modelos cognitivos e
aprimorem sua adaptabilidade a tarefas e ambientes dinâmicos. Após estabelecer os
mecanismos subjacentes à reflexão de memória, é crucial considerar cuidadosamente
o conteúdo da reflexão de memória. Uma porção significativa de trabalhos anteriores
tem se concentrado em armazenamento hierárquico de informações, enfatizando a
abstração, sumarização e destilação de conhecimento e experiências adquiridas. Por
exemplo, em Generative Agent (PARK et al., 2023), o agente é capaz de resumir
suas experiências passadas armazenadas na memória em insights mais amplos e mais
abstratos. Este processo começa com o agente gerando três questões chave baseadas
em suas memórias recentes. Estas questões são então usadas para consultar a memó-
ria para recuperar informações relevantes. Com base nas informações adquiridas, o
agente gera ideias de alto nível. No framework ExpeL (ZHAO et al., 2024), durante
a execução de tarefas, agentes aprendem com as experiências de trajetórias corretas
e derivam lições de incorretas. Outra abordagem significativa foca na generalização
de conhecimento existente. Notavelmente, em GITM (ZHU et al., 2023b), ao encon-
trar uma nova tarefa, as ações de agentes que cumprem com sucesso os subobjetivos
são armazenadas em uma lista. Este processo hierárquico e reflexivo de utilização
de memória permite que agentes refinem suas estratégias e melhorem o desempenho
através de tarefas e ambientes variados.

45



3.2.8 Utilização de Conhecimento

A utilização de conhecimento foca na integração de conhecimento externo (excluindo
informações de memória) no planejamento baseado em LLM. Aproveitando dados
textuais, visuais e auditivos atualizados, LLMs aprimoram sua habilidade de re-
alizar tarefas complexas com precisão e contextualização. Técnicas como geração
aumentada por recuperação e scraping web em tempo real permitem que estes mo-
delos combinem capacidades internas com informações externas, aprimorando assim
processos de planejamento e tomada de decisão. O fluxograma geral ilustrando o
mecanismo operacional da memória é apresentado na Figura 3.3.

Figura 3.3: Representação de como agentes baseados em LLM integram conheci-
mento externo multimodal (textual, visual e auditivo) através de técnicas como
RAG e web scraping em tempo real para aprimorar o planejamento e tomada de
decisão contextualizada.

Conhecimento para Agentes Baseados em LLM

A natureza diversa das tarefas requer formas variadas de conhecimento. Nesta seção,
examinamos como agentes baseados em LLM utilizam conhecimento textual, visual,
auditivo e outros domínios específicos. Entendendo estes mecanismos, podemos
apreciar a versatilidade e efetividade dos LLMs em lidar com uma ampla gama de
tarefas.
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Conhecimento Textual.

O conhecimento textual é a espinha dorsal dos LLMs, dado seu treinamento em
extensos corpora de texto. Este conhecimento é vital para tarefas como compre-
ensão de linguagem natural, geração de texto, tradução e mais. Os formatos de
conhecimento textual incluem linguagem natural, embeddings, tokens e estruturas
em árvore. Linguagem natural é o formato primário de entrada e saída, embeddings
capturam significado semântico, tokens segmentam texto em unidades processáveis,
e estruturas em árvore permitem tarefas complexas de raciocínio. LLMs utilizam co-
nhecimento textual tanto interno quanto externo para realizar estas tarefas (WANG
et al., 2024a). Pré-treinados em vastos conjuntos de dados, LLMs podem entender
e gerar texto baseado em conhecimento internalizado, incluindo sintaxe linguística,
semântica e conhecimento geral de mundo. Isto permite que LLMs realizem tare-
fas como geração de texto, sumarização, tradução e até planejamento com contexto
adicional mínimo.

Conhecimento Visual.

Em agentes LLM, conhecimento visual é primariamente representado através de em-
beddings contínuos gerados por codificadores visuais, que são então integrados com
informações textuais para facilitar entendimento e raciocínio de dados multimodais.
A representação de conhecimento visual tipicamente inclui representações vetoriais
latentes de imagens (por exemplo, codificações de Transformer visual), codificações
objeto-cêntricas, e outras formas, todas processadas junto com informações de lin-
guagem através de mecanismos padrão de auto-atenção. Agentes LLM alavancam
estes embeddings visuais para alcançar forte desempenho através de várias tarefas,
como VQA, legendagem de imagens e raciocínio incorporado. Em aplicações práti-
cas, PaLM-E (DRIESS et al., 2023) incorpora ainda mais entradas contínuas como
dados visuais e estimações de estado no LLM, permitindo raciocínio incorporado e
tomada de decisão através de um framework de processamento multimodal unificado,
demonstrando capacidades de aprendizado de transferência entre tarefas. Modelos
como LLaVA (LIU et al., 2024a) integram codificadores visuais CLIP com mode-
los de linguagem e aplicam ajuste fino de instrução visual, permitindo raciocínio
conjunto sobre informações visuais e textuais em tarefas complexas.

Conhecimento Auditivo.

Conhecimento auditivo engloba fala e eventos auditivos, que podem ser represen-
tados através de formas como codificadores de fala e imagens de espectrograma.
Ao processar fala, agentes LLM podem discretizar entrada de fala via módulos de
conexão e incorporá-la em um espaço vetorial compartilhado com texto. Por exem-
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plo, em SpeechGPT (ZHANG et al., 2023a), tokens de fala gerados pelo codificador
HuBERT (HSU et al., 2021) são incorporados no vocabulário LLaMA (TOUVRON
et al., 2023), permitindo que o LLM processe entrada de fala. Outra abordagem
envolve alinhar codificadores de fala com o LLM usando conectores como cama-
das totalmente conectadas, atenção cruzada multi-cabeça (LYU et al., 2023a), ou
Q-Former (LI et al., 2023c), que preserva mais informações de fala e alcança com-
pressão eficiente, suportando assim o processamento de segmentos longos de fala (YU
et al., 2024a). Eventos auditivos são tipicamente tratados como imagens de espec-
trograma de tamanho fixo e processados usando métodos de modelos de linguagem
visual. Adicionalmente, LLMs de áudio end-to-end, como AudioPaLM (RUBENS-
TEIN et al., 2023), podem lidar simultaneamente com fala e outros sinais auditivos
para atender requisitos auditivos mais amplos. Por exemplo, em AudioGPT (HU-
ANG et al., 2024), o LLM é integrado com vários modelos auditivos fundacionais
para processar informações auditivas complexas, permitindo reconhecimento auto-
mático de fala (ASR) e conversão de texto para fala (TTS). Estes exemplos demons-
tram as capacidades robustas e adaptabilidade extensiva dos LLMs em processar e
gerar áudio.

Outro Conhecimento.

Além de texto, dados visuais e auditivos, LLMs frequentemente precisam utilizar co-
nhecimento especializado de domínios específicos como pesquisa científica (COBBE
et al., 2021; DING et al., 2023), informações médicas (SINGHAL et al., 2023a,b;
TU et al., 2024), ou especificações técnicas (MADAAN et al., 2022b; PALLAGANI
et al., 2024; XU et al., 2022). Isto aprimora sua habilidade em lidar com tarefas que
requerem expertise profunda de domínio. Formatos de conhecimento de domínio es-
pecífico incluem descrições em linguagem natural, embeddings, tokens e estruturas
em árvore, que permitem que LLMs processem e entendam informações complexas
de vários campos. Em domínios científicos, LLMs podem auxiliar em análise de
dados, geração de hipóteses e revisão de literatura. Por exemplo, em (DING et al.,
2023), destaca-se como integrar conhecimento de domínio específico aprimora o de-
sempenho de LLMs em tarefas especializadas. Enquanto em (COBBE et al., 2021),
aprimora-se a capacidade de grandes modelos de linguagem para realizar raciocínio
matemático multi-passo treinando verificadores em um conjunto de dados diverso
de problemas de palavras matemáticas elementares, que avaliam a correção de solu-
ções geradas pelo modelo e selecionam a resposta mais precisa. No campo médico,
LLMs podem apoiar profissionais recuperando e sintetizando informações médicas
de bancos de dados como PubMed (CHOWDHERY et al., 2023). Esta capacidade
é crucial para aplicações como suporte à decisão clínica, onde informações precisas
e atualizadas são essenciais. Por exemplo, MedPaLM (SINGHAL et al., 2023a),
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um LLM ajustado para diálogo médico, aproveita conhecimento de domínio especí-
fico para fornecer respostas precisas e confiáveis a consultas médicas. Este modelo
integra literatura médica e diretrizes clínicas em sua base de conhecimento, aprimo-
rando sua habilidade de realizar tarefas como assistência a diagnóstico e educação
de pacientes.

Recuperação de Conhecimento

A recuperação de conhecimento é um aspecto crítico da utilização efetiva de LLMs,
pois envolve acessar informações externas para suplementar a base de conhecimento
inerente do modelo. Isto assegura que LLMs possam fornecer respostas precisas e
contextualmente relevantes, aprimorando seu desempenho através de vários domí-
nios. Diversos métodos são empregados para recuperação eficiente de conhecimento,
cada um com sua própria abordagem e aplicações.

Consultas a Bancos de Dados e Bases de Conhecimento.

Consultas a bancos de dados e bases de conhecimento envolvem acessar dados estru-
turados de repositórios como Google Knowledge Graph, PubMed (CHOWDHERY
et al., 2023) e outros bancos de dados de domínio específico. Estas fontes oferecem
informações confiáveis e organizadas que podem ser integradas com saídas de LLM
para aprimorar a precisão e relevância de respostas geradas. Um exemplo notável de
integração de bancos de dados externos é o sistema ChatDB (HU et al., 2023a), que
usa consultas SQL para buscar dados relevantes logicamente, tornando mais fácil
para agentes operarem. Similarmente, SQL-PALM (SUN et al., 2023) emprega um
modelo Text-to-SQL baseado em LLMs, aprimorando significativamente a precisão
de consulta e interações com banco de dados. Outro exemplo, KnowledGPT (WANG
et al., 2023c), permite que LLMs acessem e recuperem conhecimento de bases de
conhecimento externas através do prompting "Program of Thoughts", aprimorando
assim sua habilidade de responder perguntas.

Web Scraping e Chamadas de API.

Web scraping e chamadas de API permitem que agentes baseados em LLM coletem
informações em tempo real da internet. Este método é particularmente útil para
tarefas que requerem dados atualizados, como sumarização de notícias ou análise
de mercado. Web scraping envolve usar ferramentas automatizadas para extrair
dados de páginas web, fornecendo grandes quantidades de dados de fontes diversas.
Chamadas de API, por outro lado, envolvem consultar APIs para buscar informações
específicas, como artigos de notícias, atualizações climáticas ou dados financeiros.
Diversos estudos integraram LLMs com ferramentas específicas como busca web
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(NAKANO et al., 2021), compilador (GAO et al., 2023b) e calculadora (COBBE
et al., 2021). (PARISI et al., 2022) criou um conjunto de dados para instrução de
API e ajustou LLMs para ajudá-los a usar ferramentas e recuperadores efetivamente.
Gorilla (PATIL et al., 2023) é um LLM de ajuste fino que supera o desempenho
do GPT-4 (ACHIAM et al., 2023) em escrever chamadas de API, visando gerar
parâmetros de entrada precisos para chamadas de API e aliviar alucinações durante
chamadas externas de API.

Geração Aumentada por Recuperação (RAG).

Modelos RAG combinam mecanismos de recuperação com modelos generativos para
produzir respostas ricas em contexto (LEWIS et al., 2020). Esta abordagem é efetiva
para resposta a perguntas de domínio aberto e agentes conversacionais. No estágio
de recuperação, o sistema extrai fragmentos de documentos relevantes para a con-
sulta de fontes de conhecimento externas. A fonte primária de recuperação é dados
textuais, mas pode ser estendida para dados semi-estruturados (por exemplo, PDFs)
(LUO et al., 2023; ZHA et al., 2023), dados estruturados (por exemplo, grafos de
conhecimento) (HE et al., 2024b), e conteúdo gerado pelos próprios LLMs (CHENG
et al., 2024a; YU et al., 2022). Além da recuperação de passo único comumente
usada, RAG incorpora três tipos de processos de aprimoramento de recuperação:
recuperação iterativa (SHAO et al., 2023), recuperação recursiva (TRIVEDI et al.,
2023) e recuperação adaptativa (ASAI et al., 2023; JIANG et al., 2023), que são pro-
jetados para melhorar eficiência e precisão na solução de consultas complexas (GAO
et al., 2023c). No estágio de geração, o modelo melhora a qualidade das respos-
tas dos LLMs re-classificando segmentos de documentos para destacar os resultados
mais relevantes (ZHUANG et al., 2023) ou selecionando ou comprimindo contextos
para reduzir informações redundantes e gerenciar entradas excessivamente longas
(XU et al., 2023b; YANG et al., 2023a). Adicionalmente, LLMs podem ser ajusta-
dos para cenários específicos e características de dados, aprimorando a relevância e
precisão das respostas geradas (DU e JI, 2022; LI et al., 2023f).

Questões de Extração

No desenvolvimento e aplicação de LLMs, uma gama de questões de extração são
encontradas, impactando diretamente a precisão, aplicabilidade e viés dos mode-
los. Estas questões abrangem desafios relacionados à atualização de conhecimento,
alucinação e viés. Abordar estes desafios necessita uma abordagem abrangente in-
tegrando estratégias como alavancar fontes de conhecimento externas, aprimorar
transparência e empregar técnicas de desviés.
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Editar Conhecimento Errado e Desatualizado.

Um dos desafios primários para agentes LLM na extração de conhecimento é as-
segurar a tempestividade e precisão da informação. Como LLMs são tipicamente
treinados em dados históricos, isto pode levar a um atraso no processamento das
informações mais recentes. Quando tarefas requerem conhecimento que é mais re-
cente que os dados de treinamento, LLMs frequentemente lutam para lidar. Uma
abordagem direta é atualizar regularmente LLMs com novos dados, mas o ajuste
fino de LLMs incorre em altos custos, e treinamento incremental pode resultar em
esquecimento catastrófico (KIRKPATRICK et al., 2017), onde o modelo perde o
conhecimento amplo que adquiriu durante o pré-treinamento. Portanto, desenvol-
ver métodos eficientes para incorporar novo conhecimento em LLMs existentes para
mantê-los atualizados torna-se primordial. Abordagens atuais incluem alavancar
fontes de conhecimento externas para suplementar a base de conhecimento de LLMs
(PENG et al., 2023; WANG et al., 2023c). Integrando informações relevantes recu-
peradas no contexto, LLMs podem adquirir novo conhecimento factual e ter melhor
desempenho em tarefas relevantes. Contudo, estes métodos ainda ficam aquém ao
lidar com atualizações de conhecimento mais profundas. Técnicas de edição de mo-
delo (LI et al., 2024b; MITCHELL et al., 2022; YAO et al., 2023b) também são
empregadas para alterar comportamento do modelo, seja modificando parâmetros
do modelo ou usando mecanismos de pós-edição externos para alcançar atualiza-
ções de conhecimento, mas ainda enfrentam limitações em aplicações do mundo real
devido à sua baixa especificidade.

Alucinação.

Alucinação refere-se ao fenômeno onde agentes LLM geram texto que se desvia da
realidade (MAYNEZ et al., 2020; RAUNAK et al., 2021; ZHANG et al., 2023g). Alu-
cinações podem ocorrer devido à supergeneralização do modelo a partir de dados de
treinamento ou interpretações errôneas de informações incompletas ou enganosas.
Alucinações geradas por LLMs podem ser categorizadas em dois tipos: alucinações
intrínsecas e alucinações extrínsecas (JI et al., 2023). Alucinações intrínsecas en-
volvem geração de texto que contradiz a lógica de entrada, enquanto alucinações
extrínsecas envolvem geração de texto contendo informações que não podem ser
verificadas com informações existentes. Para abordar o problema de alucinação,
pesquisadores propuseram vários métodos. Uma abordagem é integrar bases de
conhecimento externas e sistemas de verificação de fatos para verificar a precisão
do conteúdo gerado (GUO et al., 2022; HU et al., 2023a; THORNE e VLACHOS,
2018). Outra abordagem é aprimorar a transparência e interpretabilidade do mo-
delo para melhorar a credibilidade das saídas (DHULIAWALA et al., 2024; HUANG
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et al., 2023a; WEI et al., 2022c). Estes métodos incluem ajuste fino com dados de
alta qualidade ou ajuste fino baseado em feedback humano (OUYANG et al., 2022;
WU et al., 2024a; ZHOU et al., 2024a). Por exemplo, a tarefa TruthfulQA (LIN
et al., 2022b) visa detectar se o modelo imita declarações falsas humanas. Adicio-
nalmente, algumas técnicas como geração aumentada por recuperação e estratégias
de decodificação estão sendo exploradas para reduzir alucinações. Métodos de gera-
ção aumentada por recuperação (LEWIS et al., 2020; SHAO et al., 2023; ZHANG
et al., 2023f) aprimoram a precisão da geração de linguagem introduzindo mate-
rial fonte adicional e fornecendo mecanismos para verificar inconsistências entre a
resposta gerada e o material fonte. Estratégias de decodificação (CHUANG et al.,
2023; DHULIAWALA et al., 2024; SHI et al., 2024) otimizam a forma como modelos
de linguagem selecionam tokens de saída durante a geração de texto, equilibrando
diversidade e precisão factual, mitigando assim a ocorrência de alucinações.

Viés Espúrio.

No reino da inteligência artificial, a justiça e precisão dos modelos são frequente-
mente comprometidas por vieses fortuitos e desequilíbrios de classe presentes nos
dados de treinamento, coletivamente referidos como viés espúrio. Uma preocupação
importante é o aprendizado de atalhos, onde modelos dependem de pistas espúrias e
não generalizáveis nos dados de treinamento ao invés de aprender características ro-
bustas. Por exemplo, um modelo de linguagem pode prever incorretamente devido à
co-ocorrência frequente de palavras de função com rótulos específicos no conjunto de
treinamento (GEIRHOS et al., 2020). Adicionalmente, modelos podem desenvolver
preferências baseadas na ordem das amostras de treinamento, como a posição de res-
postas em tarefas de resposta a perguntas potencialmente influenciando julgamentos
do modelo (LU et al., 2022). O aprendizado de atalhos pode ser mitigado através de
métodos como desviés de dados, treinamento adversarial, regularização interpreta-
tiva e regularização de confiança (DU et al., 2023a). Viés de rótulo representa outra
forma de pseudo-viés, frequentemente derivando de desequilíbrio de classe dentro do
conjunto de dados de treinamento. Este desequilíbrio pode causar modelos a serem
excessivamente sensíveis à classe majoritária enquanto sendo insuficientemente sen-
síveis a classes minoritárias. Por exemplo, em tarefas de análise de sentimento, um
modelo pode tender a prever sentimento positivo devido a uma superabundância de
amostras positivas, mesmo quando o texto realmente transmite sentimento negativo
(TANG et al., 2023a). Para reduzir tal viés, pesquisadores propõem reequilibrar
conjuntos de dados, empregar técnicas de amostragem avançadas, e desenvolver no-
vas métricas de avaliação para aprimorar a justiça e robustez do modelo (ZHOU
et al., 2024b).
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3.2.9 Utilização de Habilidades do Agente

As capacidades dos agentes baseados em LLM são uma manifestação de sua in-
teligência cognitiva. Aproveitar estas habilidades permite que agentes analisem,
sintetizem informações percebidas e se engajem em pensamento criativo. Dada a
proficiência excepcional dos LLMs em lidar com informações contextuais longas, ca-
tegorizamos as habilidades dos agentes em três tipos principais: raciocínio, planeja-
mento e generalização. Raciocínio envolve inferência lógica baseada em experiências
históricas e conhecimento atual, extraindo paradigmas universais. Planejamento
implica na aplicação de regras gerais de alto nível a novos cenários, resultando em
planos concretos e acionáveis. Generalização busca aplicar experiências existentes
para abordar situações e problemas novos. Nas seções seguintes, forneceremos uma
exploração aprofundada da utilização destas três capacidades.

Raciocínio e Planejamento

Raciocínio e planejamento envolvem o processo sistemático de alavancar experiência
histórica, conhecimento comum e informações de estado atual para realizar análise
lógica, derivando assim insights de alto nível, mais profundos. Subsequentemente,
estes insights são aplicados à situação presente para gerar resultados inferenciais
atualizados. Além disso, à medida que tarefas avançam, agentes podem utilizar
introspecção para ajustar seus planos, assegurando um alinhamento mais próximo
com condições do mundo real, facilitando, em última instância, execução de tarefas
adaptativa e bem-sucedida. Estas habilidades são capacidades humanas fundamen-
tais que sustentam resolução de problemas, tomada de decisão e análise crítica, for-
mando a base da percepção humana e interação social (GALOTTI, 1989; WASON
e JOHNSON-LAIRD, 1972). Estes processos cognitivos abrangem três componen-
tes chave: raciocínio dedutivo, indutivo e abdutivo (HUANG e CHANG, 2023).
Aproveitando a capacidade robusta de raciocínio e planejamento baseado em texto
inerente aos grandes modelos de linguagem (LLMs) (BUBECK et al., 2023; WEI
et al., 2022b), torna-se essencial para agentes baseados em LLM perceber efetiva-
mente ambientes complexos, executar tarefas intrincadas e se engajar em interações
humanizadas. Este framework sofisticado de raciocínio e planejamento permite que
agentes naveguem e se adaptem a cenários dinâmicos, aprimorando assim sua ca-
pacidade de desempenhar e interagir de maneira semelhante a processos cognitivos
humanos. De acordo com os passos e resultados de decisão associados ao raciocínio
e planejamento dos agentes, delinearemos as metodologias relevantes e processos
inferenciais de duas perspectivas: (1) Raciocínio de Passo Único e (2) Raciocínio de
Múltiplos Passos. Estas abordagens fornecem um framework estruturado para en-
tender como agentes utilizam capacidades de raciocínio e planejamento para derivar
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decisões, adaptar-se a novas informações e planejar efetivamente suas ações dentro
de contextos variados. A visualização destas abordagens é apresentada na Figura
3.4.

Figura 3.4: Representação de raciocínio e planejamento em agentes, distinguindo
entre abordagens de passo único (dedutivo, indutivo e abdutivo) e múltiplos passos
(com decomposição sequencial), incluindo mecanismos de avaliação e refinamento
iterativo.

Estrutura de Plano.

Durante o processo de formulação de plano, agentes geralmente decompõem uma
tarefa abrangente em numerosas subtarefas, e várias abordagens foram propostas
nesta fase. Notavelmente, alguns trabalhos defendem que agentes baseados em LLM
decomponham problemas abrangentemente de uma vez, formulando um plano com-
pleto de uma vez e então executando-o sequencialmente (AHN et al., 2022; XU et al.,
2023a). Em contraste, outros estudos como a série CoT empregam uma estratégia
adaptativa, onde planejam e abordam subtarefas uma de cada vez, permitindo mais
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fluidez ao lidar com tarefas intrincadas em sua totalidade (KOJIMA et al., 2022;
LYU et al., 2023b; WEI et al., 2022c). Adicionalmente, alguns métodos enfatizam
planejamento hierárquico, enquanto outros ressaltam uma estratégia na qual planos
finais são derivados de passos de raciocínio estruturados em um formato semelhante
a árvore (WU et al., 2022; YAO et al., 2024). A última abordagem argumenta que
agentes devem avaliar todos os caminhos possíveis antes de finalizar um plano. En-
quanto agentes baseados em LLM demonstram um escopo amplo de conhecimento
geral, podem ocasionalmente enfrentar desafios quando encarregados de situações
que requerem conhecimento especializado. Aprimorar estes agentes integrando-os
com planejadores de domínios específicos demonstrou produzir melhor desempenho.

Método de Passo Único.

Nesta estratégia, agentes decompõem uma tarefa complexa em várias subtarefas
através de um único processo de raciocínio e planejamento baseado nas diretrizes
da tarefa atual. Estas subtarefas são ordenadas sequencialmente, com cada subta-
refa logicamente seguindo a anterior. Agentes baseados em LLM aderem a estes
passos para alcançar o objetivo final. Tipicamente, agentes realizam o processo de
raciocínio através de elicitação baseada em prompt, onde o contexto inclui registros
históricos da memória, o estado do ambiente circundante e o status atual dos agen-
tes como informação auxiliar para tomada de decisão. Com base nas diretrizes da
tarefa atual, agentes integram sua inteligência inerente com conhecimento externo
para deduzir uma série de passos racionais e viáveis para resolver tarefas complexas.
Especificamente, aprendizado em contexto introduz uma metodologia onde LLMs
são fornecidos com alguns exemplos de raciocínio e planejamento, permitindo-lhes
inferir soluções para novas situações através de raciocínio e planejamento análogos.
Por exemplo, a técnica Chain of Thought (CoT) (WEI et al., 2022c) induz LLMs a
pensar sobre problemas passo a passo, sistematicamente desconstruindo tarefas in-
trincadas em componentes manejáveis, facilitando assim planejamento e deliberação
a longo prazo. A abordagem Zero-shot-CoT (KOJIMA et al., 2022) capacita LLMs
a gerar autonomamente processos de raciocínio para tarefas induzindo-os com frases
gatilho como "pense passo a passo". Para aprimorar a racionalidade e precisão da
tomada de decisão dos LLMs, mitigando o problema de alucinação que pode ocorrer
durante raciocínio de passo único, várias abordagens empregam raciocínio multi-
caminho para selecionar o resultado ótimo. Cada passo intermediário pode levar
a múltiplos passos subsequentes. Especificamente, A abordagem Tree of Thought
(ToT) (YAO et al., 2024) decompõe problemas em uma estrutura de árvore, criando
múltiplos caminhos de solução com cada nó representando um estágio diferente de
"pensamento". O Graph of Thought (BESTA et al., 2024) expande a estrutura
de raciocínio semelhante a árvore no ToT para estruturas de grafo, resultando em
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estratégias de prompting mais robustas. O RAP (HAO et al., 2023) constrói um mo-
delo de mundo para simular os benefícios potenciais de vários planos, ultimamente
gerando o plano final agregando múltiplas iterações. Estes métodos coletivamente
contribuem para um framework de tomada de decisão mais robusto e confiável para
agentes baseados em LLM. Enquanto alguns trabalhos focam em empregar meca-
nismos de feedback para corrigir erros nos processos de raciocínio e planejamento
dos agentes, guiando-os a executar cadeias de raciocínio precisas, trabalhos ante-
riores podem ser categorizados em três fontes primárias de feedback: (1) reflexão
interna do LLM baseada em memória; (2) feedback humano; (3) feedback ambiental.
Quanto à primeira categoria, agentes baseados em LLM derivam insights de experi-
ências históricas para atualizar ou otimizar estratégias e métodos de planejamento.
Por exemplo, ReWOO (XU et al., 2023a) introduz um paradigma onde planos e
observações externas são gerados independentemente pelos agentes. Estes planos
e observações derivados independentemente são então integrados para produzir os
resultados finais. Estas metodologias coletivamente aprimoram as capacidades de
tomada de decisão de agentes baseados em LLM aproveitando paradigmas de raci-
ocínio estruturados, multi-caminho e sensíveis ao contexto, permitindo-lhes assim
abordar tarefas complexas mais efetivamente. A integração de mecanismos de feed-
back assegura um processo de refinamento dinâmico e iterativo, crucial para alcançar
raciocínio autônomo preciso e confiável em sistemas baseados em LLM.

Método de Múltiplos Passos.

Diferentemente do raciocínio de passo único, raciocínio de múltiplos passos requer
invocação iterativa de LLMs para múltiplos ciclos de raciocínio, onde cada ciclo gera
um ou vários passos incrementais baseados no contexto atual enquanto mantendo
consistência com o objetivo geral. Raciocínio de múltiplos passos visa aprimorar a
capacidade do LLM de resolver problemas complexos e entender tarefas de longo
prazo através de processos de raciocínio estruturados. Esta abordagem assegura
que o raciocínio e planejamento permaneçam adaptativos e responsivos a requisi-
tos de tarefa e dinâmicas ambientais em evolução, facilitando assim capacidades
robustas de tomada de decisão e resolução de problemas em sistemas baseados em
LLM. É importante distinguir entre dois conceitos relacionados mas distintos que
aparecem na literatura: sistemas multiagentes e comunicação multimodal. Sis-
temas multiagentes referem-se à arquitetura computacional onde múltiplos agentes
autônomos colaboram para resolver problemas complexos, enquanto comunicação
multimodal refere-se à capacidade de processar diferentes tipos de entrada de da-
dos (texto, imagem, áudio, etc.) dentro de um mesmo sistema. Um sistema pode
ser simultaneamente multiagente e multimodal, como observado em trabalhos que
integram múltiplos agentes especializados capazes de processar diferentes modalida-
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des de informação de forma coordenada. Métodos de múltiplos estágios dissecam o
processo de planejamento em estágios distintos, visando melhorar o desempenho do
LLM em tarefas complexas de raciocínio e resolução de problemas. O processo de
exploração de DECKARD (NOTTINGHAM et al., 2023) é dividido nos estágios de
Sonho e Vigília. Durante o estágio de Sonho, o agente utiliza um LLM para decom-
por a tarefa em subobjetivos. No estágio de Vigília, o agente aprende uma estratégia
modular para cada subobjetivo, verificando ou retificando suposições baseadas na
experiência do agente.

Raciocínio e Planejador Externos.

Enquanto LLMs exibem capacidades poderosas de raciocínio e planejamento através
de diversas aplicações, gerar planos precisos e eficientes para problemas de domí-
nio específico coloca desafios significativos. Consequentemente, diversos estudos de
pesquisa integraram LLMs com ferramentas externas para colaborativamente abor-
dar desafios especializados. Estas ferramentas externas abrangem habilidades de
domínio específico como APIs, modelos especialistas e técnicas envolvendo bancos
de dados externos (KARPAS et al., 2022; PATIL et al., 2023), renomados por sua
proficiência e alta precisão em domínios específicos. Aproveitando estas capacida-
des especializadas, agentes baseados em LLM equipados com planejadores externos
podem gerar planos mais eficientes, e em alguns casos ótimos. Especificamente,
CO-LLM (ZHANG et al., 2023d) utiliza LLMs para gerar planos de alto nível para
tarefas atuais, complementados por um modelo externo que refina estes planos em
estratégias mais granulares. Por outro lado, LLM+P (LIU et al., 2023a) transforma
contextos de prompt contendo o estado atual do agente, observações ambientais e
experiências históricas em Linguagens de Definição de Domínio de Planejamento
(PDDL) formais. Subsequentemente, esta informação textual é alimentada a um
raciocínio externo para inferência e a geração de arranjos detalhados de planeja-
mento. Esta abordagem integrada aprimora as capacidades de planejamento de
LLMs alavancando tanto sua proeza de raciocínio baseado em texto quanto a pre-
cisão de modelos de raciocínio externos adaptados a domínios específicos. Estes
métodos aprimoram significativamente as capacidades adaptativas e perceptuais de
agentes baseados em LLM na navegação de ambientes complexos, melhorando as-
sim sua habilidade de planejar e se engajar em interações sofisticadas de resolução
de problemas e colaboração. Empregando estas metodologias, agentes podem ser
guiados em direção a processos mais eficientes, racionais e efetivos de raciocínio,
planejamento e execução.
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Generalização

As capacidades de generalização dos agentes LLM são críticas para sua efetividade
através de uma ampla gama de ambientes dinâmicos e imprevisíveis. Generalização
se manifesta especificamente na forma de transferibilidade, permitindo que agentes
apliquem conhecimento aprendido em um domínio a outro, e robustez, suportando
adaptação a diversas variações de entrada. Esta capacidade de generalização asse-
gura que agentes LLM possam manter alto desempenho através de diferentes contex-
tos sem extensivo retreinamento ou intervenção humana. A utilização das habilida-
des de generalização dos agentes LLM é refletida proeminentemente em áreas como
aprendizado zero-shot, aprendizado few-shot e aprendizado many-shot. Tarefas não
vistas referem-se àquelas que o agente não encontrou durante a fase de treinamento.
A natureza dinâmica da maioria dos ambientes de aplicação necessita que modelos
possuam a capacidade de responder efetivamente a situações imprevistas. Agentes
LLM podem alavancar seu treinamento em larga escala em conjuntos de dados diver-
sos para inferir e aplicar conhecimento relevante, permitindo-lhes adaptar-se a novas
tarefas mais rapidamente e robustamente que modelos tradicionais. As abordagens
de generalização para agentes LLM para tarefas não vistas podem ser amplamente
categorizadas baseadas em se o modelo passou por ajuste fino.

Aprendizado em Contexto (ICL).

Aprendizado em contexto envolve fornecer exemplos da tarefa atual dentro do
prompt de entrada, permitindo que o modelo use estes exemplos para inferir os re-
quisitos da tarefa e gerar respostas apropriadas (DONG et al., 2022). Este método
foi destacado no trabalho de (BROWN et al., 2020), demonstrando a habilidade do
GPT-3 de aprender a realizar tarefas complexas através de exemplos no contexto. A
vantagem do ICL é que não requer atualizações de parâmetro, tornando-o computa-
cionalmente eficiente e fácil de implementar. No entanto, o desempenho do modelo
é sensível a configurações específicas, incluindo a seleção de templates de prompt, a
escolha de exemplares contextuais, e a sequência de exemplos, e exibe uma propen-
são a prever respostas que frequentemente ocorrem na conclusão de prompts ou são
prevalentes no conjunto de dados de pré-treinamento (ZHAO et al., 2021).

Aprendizado Zero-Shot.

Aprendizado zero-shot requer que o modelo desempenhe novas tarefas sem quais-
quer exemplos específicos de tarefa ou ajuste fino, confiando inteiramente em seu
conhecimento pré-treinado. Em (RADFORD et al., 2019), demonstrou-se aprendi-
zado zero-shot com GPT-2, onde o modelo mostrou a habilidade de lidar com várias
tarefas sem treinamento específico de tarefa prévio. Este método destaca as capa-
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cidades de generalização inerentes do modelo e não requer dados ou treinamento
adicional. No entanto, o desempenho do aprendizado zero-shot pode ser limitado
para tarefas altamente especializadas ou complexas, pois o modelo pode carecer do
conhecimento específico necessário para executá-las efetivamente.

3.2.10 Ação

Ações representam os resultados comportamentais tangíveis de agentes dentro de
um ambiente interativo, efetuando assim mudanças reais no ambiente e impactando
significativamente as interações entre agentes. Estas ações são tipicamente deter-
minadas por uma combinação de perfis, memória e o contexto interativo (incluindo
interações agente-para-agente, agente-para-ambiente e agente-para-humano). Situa-
das na posição mais downstream, ações variam amplamente dependendo do cenário
de aplicação. O mecanismo de ação pode ser elucidado de duas perspectivas: o pro-
cesso de criação de ação e a aplicação de ações: (1)Criação de Ação: Isto envolve os
processos e passos pelos quais ações são geradas. Engloba os frameworks de tomada
de decisão, algoritmos e procedimentos que levam à formulação de ações específicas
baseadas no estado interno do agente e estímulos externos. (2)Aplicação de Ação:
Isto refere-se aos contextos nos quais ações são aplicadas e os efeitos subsequentes
destas ações nos cenários de aplicação.

Criação de Ação

Criação de ação representa o estágio final onde agentes manifestam sua inteligência
dentro de ambientes interativos de sistemas multi-agente. À medida que as dinâmi-
cas ambientais flutuam e diretrizes de tarefa variam, agentes empregam estratégias
diversas e fontes de informação para promulgar ações alinhadas com os objetivos
abrangentes do sistema. Baseado no nexo temporal entre tomada de decisão e exe-
cução de ação em ambientes interativos, delinearemos três estratégias prevalentes
para criação de ação.

Decisão de Passo Único.

Primeiramente, tomada de decisão instantânea envolve agentes extraindo informa-
ção recente, pertinente e significativa de seus bancos de memória. Quando ne-
cessário, agentes suplementam esta informação acessando bases de conhecimento
externas. Guiados por prompts derivados da amalgamação de requisitos de tarefa
atuais, recordações de memória e conhecimento externo, agentes prontamente for-
mulam planos e executam ações correspondentes. Por exemplo, Generative agents
(PARK et al., 2023) mantêm um fluxo contínuo de memória, usando informações
recentes e relevantes para guiar suas ações. Similarmente, em GITM (ZHU et al.,
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2023b), agentes consultam sua memória para identificar experiências bem-sucedidas
relevantes para alcançar subobjetivos de baixo nível, replicando ações efetivas de
tarefas anteriores. Agentes colaborativos como ChatDev (QIAN et al., 2023) e Me-
taGPT (HONG et al., 2023) engajam-se em interações de diálogo onde históricos
conversacionais armazenados na memória influenciam as declarações de cada agente.
Estas estratégias ressaltam a capacidade adaptativa dos agentes de dinamicamente
integrar informações internas e externas, facilitando tomada de decisão efetiva e
execução de ação responsiva em ambientes interativos complexos.

Planejamento Pré-definido.

Nesta estratégia, cada ação empreendida por agentes baseados em LLM adere es-
tritamente a planejamento pré-definido, que pode ser autonomamente gerado pelo
agente ou predefinido por usuários. Por exemplo, em DEPS (WANG et al., 2023e),
agentes iniciam planejamento de ação para uma tarefa específica e procedem com
a execução a menos que indicações de falha no plano emerjam durante o processo.
Este método assegura que agentes mantenham consistência e aderência a cursos de
ação planejados ao longo de suas sequências operacionais.

Criação Dinâmica.

Esta estratégia representa uma síntese das duas abordagens precedentes, efetiva-
mente equilibrando a natureza pré-definida do planejamento de tarefa com adaptabi-
lidade a ambientes dinâmicos. Inicialmente configurados com um plano de objetivo
abrangente, agentes geram um plano de objetivo abrangente. Subsequentemente,
durante interações, agentes aderem a estes objetivos abrangentes enquanto retendo
a flexibilidade para tomar decisões instantâneas baseadas no ambiente interativo.
Em GITM (ZHU et al., 2023b), por exemplo, agentes formulam planos de alto ní-
vel decompondo tarefas em múltiplos subobjetivos. Estes planos guiam a execução
sequencial de ações visando abordar cada subobjetivo, ultimamente alcançando a
conclusão da tarefa geral.

Aplicação de Ação

O contexto de ações tipicamente passa por mudanças dinâmicas baseadas em ce-
nários de aplicação específicos. Aplicação de ação refere-se à interação e influência
direta entre agentes e seu ambiente, onde os resultados de seus comportamentos
impactam diretamente a realização de tarefas atuais e a progressão geral de siste-
mas multi-agente. Dependendo dos diversos cenários de interação encontrados por
agentes, delinearemos estes aspectos através de três dimensões:
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Orientado a Tarefa.

Neste cenário, as ações de agentes baseados em LLM visam realizar subtarefas es-
pecíficas, que coletivamente contribuem para a conclusão de tarefas abrangentes
maiores através de divisão colaborativa de trabalho entre agentes. Aproveitando as
capacidades de planejamento inerentes em LLMs, DEPS (WANG et al., 2023e) de-
senvolveu um agente Minecraft capaz de resolver tarefas complexas decompondo-as
em subobjetivos manejáveis. Sistemas similares como GITM (ZHU et al., 2023b) e
Voyager (WANG et al., 2023a) também se baseiam extensivamente nas habilidades
de planejamento dos LLMs para navegar com sucesso e realizar tarefas diversas.
TaskMatrix.AI (LIANG et al., 2023) integra LLMs com milhões de APIs para faci-
litar execução de tarefa. Em seu núcleo está um modelo fundacional conversacional
multimodal que se engaja com usuários, compreende seus objetivos e contexto, e
subsequentemente gera código executável adaptado a tarefas específicas.

Interação Comunicativa.

A tarefa primária da interação de agentes gira em torno de se engajar em discussões
sobre um tópico específico para trocar ideias ou fomentar inovação. Por exemplo,
agentes em ChatDev (QIAN et al., 2023) colaboram através de comunicação para
coletivamente realizar tarefas de desenvolvimento de software.

Exploração Ambiental.

Exploração ambiental primariamente implica agentes colaborando para explorar e
adaptar-se a ambientes dinamicamente mutáveis, assim expandindo suas capaci-
dades perceptuais e conjuntos de habilidades. Por exemplo, o agente em Voyager
(WANG et al., 2023a) se engaja na exploração de habilidades desconhecidas durante
a conclusão de tarefa, continuamente refinando a execução destas habilidades base-
ado em feedback ambiental através de tentativa e erro iterativos. Após a execução
de ações pelos agentes, alguns estudos consideram o impacto direto no ambiente
interativo e tentam integrar perfeitamente aplicações downstream com as ações dos
agentes. Esta integração primariamente envolve incorporar LLMs com a utilização
de ferramentas externas ou conhecimento. Especificamente, inclui APIs, calcula-
doras, interpretadores de código, modelos projetados por especialistas e bases de
conhecimento externas (KARPAS et al., 2022; SCHICK et al., 2024; SONG et al.,
2023c). Aproveitando estes recursos externos, agentes podem aprimorar seus pro-
cessos de tomada de decisão e melhorar a eficiência e precisão da execução de tarefa.
Esta abordagem expande ainda mais o escopo de aplicação e capacidades do módulo
de ação, facilitando planejamento estratégico mais direto e utilização de ferramentas
em aplicações downstream. Aprimora a habilidade do sistema de agente de adaptar-

61



se a novas situações e alavancar ferramentas novas, assim ampliando o potencial para
execução de tarefa efetiva e eficiente.

3.3 Evolução

Assim como os humanos continuamente refinam suas habilidades cognitivas e adqui-
rem conhecimento através de interações com seu ambiente e outros, a evolução em
agentes envolve a reflexão contínua sobre suas decisões e ações para atualizar dina-
micamente seu conhecimento e experiências, baseando-se em experiências existentes
e feedback recebido durante interações, como visualizado na Figura 3.5.

Figura 3.5: Representação do ciclo de evolução contínua em agentes, mostrando
como feedback proveniente do ambiente, outros agentes e humanos é processado
através de três mecanismos principais (atualização de memória, autorreflexão e ge-
ração dinâmica) para aprimoramento iterativo das capacidades do agente

Ao adotar mecanismos de evolução, agentes podem continuamente refinar ou
revisar seu entendimento atual, aprofundando assim sua proficiência em tarefas co-
nhecidas e expandindo sua exploração bem-sucedida de tarefas desconhecidas. Con-
siderando as fontes de feedback externo obtidas durante interações, trabalhos exis-
tentes podem ser categorizados em três tipos principais: informações percebidas do
ambiente circundante, trocadas com outros agentes, ou transmitidas por humanos.
Para equipar agentes com estas diversas fontes de informação, vários métodos têm
sido empregados para aprimorar suas capacidades de evolução. Nas seções seguintes,
fornecemos uma introdução detalhada a cada uma destas abordagens, elucidando as
técnicas usadas para reforçar o processo de evolução em agentes.
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3.3.1 Fonte de Evolução

O feedback recebido durante interações serve como informação de referência indis-
pensável para que agentes alcancem evolução. Este feedback engloba os resultados
e impactos das decisões e ações dos agentes, guiando-os para introspecção e, as-
sim, melhorando dinamicamente sua adaptação a ambientes ou tarefas complexos.
Trabalhos anteriores predominantemente capturaram e transmitiram feedback em
forma textual (WANG et al., 2023d,e; YAO et al., 2023a). Com base nas fontes
das quais os agentes recebem este feedback, ele pode ser categorizado em três tipos
distintos. Cada fonte fornece insights únicos que contribuem para os processos de
autorreflexão e melhoria contínua dos agentes.

Feedback do Ambiente

Feedback do ambiente refere-se às informações percebidas por agentes dentro de am-
bientes reais ou virtuais. Este tipo de feedback geralmente pertence a informações
em mudança no ambiente resultantes das decisões e ações dos agentes durante suas
interações com o entorno externo. Tal feedback atua como um sinal de recompensa,
informando agentes sobre as consequências de suas ações. Este mecanismo é vivida-
mente demonstrado em planejamento de tarefas complexas e simulações robóticas
dentro de cenários ambientais dinâmicos (SHINN et al., 2023; WANG et al., 2024a).
Ao incorporar estas mudanças ambientais como feedback, agentes podem refinar
suas estratégias e ações, melhorando assim sua adaptabilidade e desempenho em
ambientes em tempo real e simulados.

Interação entre Agentes

Em sistemas multi-agente, informações de interação entre agentes envolvem a troca
de informações colaborativas entre agentes. Estas informações tipicamente incluem
avaliações ou atualizações de status de outros agentes sobre as decisões ou ações de
um agente em particular, bem como comunicação contextual entre agentes. Servindo
como sinais internos, estas informações de interação facilitam coerência e integração
entre agentes, aprimorando e expandindo continuamente as capacidades colaborati-
vas do sistema multi-agente. Isso é particularmente evidente na execução hierárquica
de tarefas e comunicação de agentes dentro de simulações de mundo (ZHONG et al.,
2022). Através de tais trocas, agentes podem refinar sua coordenação e melhorar o
desempenho geral do sistema em cenários complexos e dinâmicos.

Feedback Humano

Além dos feedbacks ambientais e de interação entre agentes mencionados anteri-
ormente, o feedback humano constitui um sinal orientador fornecido por humanos
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para direcionar agentes a tomar melhores decisões e ações, aprimorando assim suas
capacidades cognitivas. Como um sinal subjetivo, o feedback humano efetivamente
alinha agentes com valores e preferências humanas e ajuda a mitigar problemas
como alucinação. Este tipo de feedback é extensivamente utilizado em sistemas
onde agentes colaboram e se comunicam com humanos (FISCHER, 2023; WANG
et al., 2021), assegurando que as ações e decisões dos agentes estejam em harmonia
com expectativas e padrões humanos.

3.3.2 Métodos de Evolução

Métodos de evolução abrangem uma variedade de técnicas projetadas para aprimorar
as capacidades e adaptabilidade de agentes através de automelhoria e aprendizado a
partir de interações com seu ambiente. Estes métodos são cruciais para desenvolver
sistemas inteligentes que possam refinar autonomamente suas estratégias e compor-
tamentos para alcançar melhor desempenho em diversas tarefas e cenários. A seção
abaixo mergulha em várias abordagens-chave, incluindo aprendizado por feedback,
ajuste fino supervisionado, engenharia de prompt e aprendizado por reforço, cada
uma contribuindo distintivamente para a trajetória evolutiva de agentes inteligentes.

Ajuste Fino

Ajuste fino envolve atualizar os parâmetros de um modelo pré-treinado para adaptá-
lo a novas tarefas ou domínios. Este método assegura que o modelo seja especifica-
mente adaptado para novos desafios. Existem três categorias principais de métodos
de ajuste fino: ajuste fino de modelo completo, ajuste fino de parâmetro pré-treinado
parcial e ajuste fino de parâmetro adicional:

Ajuste Fino Completo. Ajuste fino completo envolve atualizar todos os parâ-
metros do modelo pré-treinado para adaptá-lo a tarefas novas específicas. Como ob-
servado em FireAct (CHEN et al., 2023a), ajuste fino de modelo completo pode ser
mais ótimo, particularmente quando aprendizado profundo do modelo para tarefas
específicas é requerido, desde que recursos permitam. No entanto, é computacional-
mente caro e demorado, e quando dados de nova tarefa são limitados, há risco de
sobreajuste.

Repropósito. Repropósito tipicamente foca em ajustar camadas específicas de
um modelo pré-treinado, geralmente as camadas superiores, enquanto mantém as
camadas inferiores inalteradas (BROCK et al., 2017; LIU et al., 2021b; ZHU et al.,
2023a). Adicionalmente, BitFit (ZAKEN et al., 2021) demonstra que, ajustando
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apenas os termos de viés do modelo ou um subconjunto deles, desempenho com-
parável ou até melhor que ajuste fino de modelo completo pode ser alcançado em
conjuntos de dados de treinamento pequenos a médios. Similarmente, SIFT (SONG
et al., 2023b) propõe alavancar a esparsidade do gradiente do modelo em tarefas
downstream atualizando apenas os parâmetros-chave que contribuem mais signifi-
cativamente para a norma do gradiente. Embora repropósito aumente a eficiência,
pode não corresponder ao desempenho de ajuste fino de parâmetro completo quando
se aprofunda em tarefas específicas (ZAKEN et al., 2021). Além disso, a seleção de
parâmetros ou camadas para atualizar é frequentemente baseada em regras heurís-
ticas, o que pode requerer mais pesquisa para otimizar o processo de seleção.

Ajuste Fino de Parâmetro Adicional. Ajuste fino de parâmetro adicional in-
troduz um conjunto extra de parâmetros ao modelo original, permitindo ajuste fino
eficiente sem alterar os parâmetros pré-treinados.

1. Adaptador: Treinamento de adaptador introduz pequenas estruturas de rede
neural, conhecidas como adaptadores, entre as camadas do modelo pré-
treinado. Durante o ajuste fino, apenas estes adaptadores são treinados en-
quanto os parâmetros do modelo original permanecem inalterados. Especi-
ficamente, adaptadores podem ser integrados em várias camadas do modelo
de maneira serial, paralela ou reparametrizada (HE et al., 2021; HOULSBY
et al., 2019; HU et al., 2023b; PFEIFFER et al., 2020), e ao ajustar os parâ-
metros destes adaptadores, o desempenho do modelo em tarefas específicas é
aprimorado enquanto mantém a capacidade de generalização do modelo. No
entanto, seu desempenho é limitado pela capacidade dos adaptadores e pode
não capturar totalmente a complexidade de tarefas altamente especializadas.
Copy

2. Adaptação de Baixo Posto (LoRA): LoRA (HU et al., 2021) envolve adicio-
nar matrizes de baixo posto aos parâmetros do modelo e então ajustar estas
matrizes para adaptar a novas tarefas. QLORA (DETTMERS et al., 2024)
reduz a memória requerida para ajuste fino de grandes modelos de lingua-
gem sem sacrificar desempenho ao introduzir LoRA em modelos de linguagem
pré-treinados congelados e quantizados. Isso exemplifica a eficiência de LoRA
em recursos computacionais e memória. No entanto, seu desempenho pode
ser ligeiramente inferior ao ajuste fino de modelo completo para tarefas que
requerem modificações extensivas.

3. Ajuste de Prefixo: Ajuste de prefixo adapta-se a várias tarefas adicionando
vetores de prefixo específicos de tarefa à entrada do modelo. Por exemplo, em
(LI e LIANG, 2021), demonstra-se que, otimizando estes prefixos, é possível
alcançar desempenho comparável ao ajuste fino de parâmetro completo com

65



significativamente menos parâmetros. No entanto, prefixos de comprimento
fixo podem ser insuficientes para abordar a diversidade de tarefas. Para en-
dereçar isso, APT (ZHANG et al., 2023h) emprega um mecanismo de portão
para ajustar dinamicamente os prefixos, aprimorando a eficiência e eficácia
do ajuste fino, embora sua aplicabilidade a arquiteturas não-Transformer seja
limitada. A vantagem do ajuste de prefixo reside em reduzir o número de
parâmetros, mas pode requerer ajustes específicos de tarefa aos prefixos, e seu
desempenho ainda pode ser limitado para certas tarefas.

4. Ajuste de Prompt: Ajuste de prompt adapta LLMs pré-treinados a tarefas es-
pecíficas introduzindo "prompts suaves"treináveis (LESTER et al., 2021). Este
método alavanca retropropagação para otimizar os prompts enquanto mantém
o resto do modelo congelado. Por exemplo, P-Tuning (LIU et al., 2021a) esta-
biliza o processo de treinamento combinando embeddings de prompt contínuos
com prompts discretos e alcançou melhorias de desempenho significativas em
tarefas de compreensão de linguagem natural como LAMA (PETRONI et al.,
2019) e SuperGLUE (WANG et al., 2019). Embora o ajuste de prompt seja
favorecido por sua eficiência de parâmetro e reusabilidade de modelo, pode
requerer prompts cuidadosamente projetados e um entendimento profundo da
tarefa, e pode não corresponder totalmente à eficácia do ajuste fino de parâ-
metro completo para algumas tarefas complexas.

Aprendizado por Feedback

Aprendizado por feedback é uma abordagem que emprega informações de feedback
como contexto, permitindo que um agente "reforce"a geração de política iterativa-
mente sem a necessidade de atualizar pesos. Informações de feedback podem assumir
múltiplas formas, como contextos de prompt (BROWN et al., 2020), embeddings
(LESTER et al., 2021), tokens (BAI et al., 2022; LIU et al., 2021a; MADAAN et al.,
2024). Reflexion (SHINN et al., 2023) é um mecanismo inovador de aprendizado por
feedback que permite que agentes de linguagem reforcem o aprendizado recebendo
feedback verbal, ao invés de através de atualizações de peso. O agente reflete sobre
sinais de feedback de tarefa e armazena os resultados da reflexão como texto em
memória episódica, guiando processos futuros de tomada de decisão e assim me-
lhorando o desempenho em tentativas sucessivas. InstructGPT (OUYANG et al.,
2022) aprende coletando avaliações de anotadores humanos sobre a saída do modelo,
que incluem classificações de preferência para o texto gerado pelo modelo, servindo
como um sinal de feedback. Similarmente, DPO (RAFAILOV et al., 2024) ajusta
diretamente o comportamento do modelo baseado em classificações de preferência do
usuário, oferecendo uma otimização mais direcionada ao alinhar saídas com feedback
humano de maneira computacionalmente eficiente.
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Engenharia de Prompt

Engenharia de prompt é um método que utiliza prompts bem projetados e feedback
como dicas contextuais. Por exemplo, Retroformer (YAO et al., 2023a) permite que
um agente reflita sobre suas falhas passadas, integrando estas reflexões em prompts
para guiar ações futuras. Engenharia de prompt tem uma ampla gama de aplicações
em grandes modelos de linguagem. Por exemplo, AutoPrompt (SHIN et al., 2020)
aprimora o desempenho do GPT-3 em tarefas específicas gerando prompts perso-
nalizados, assim melhorando a qualidade de sua saída. A abordagem AutoPrompt
demonstra que, automatizando a geração e otimização de prompts, o desempenho
de modelos de linguagem em tarefas específicas pode ser significativamente melho-
rado. O núcleo deste método reside na geração automática de prompts, que através
de ajuste e otimização contínuos, permite que o modelo entenda melhor requisitos
de tarefa e produza saídas de alta qualidade. Prefix-tuning (LI e LIANG, 2021) é
outra técnica de engenharia de prompt que envolve adicionar prefixos a prompts,
permitindo que o modelo de linguagem entenda e execute melhor tarefas específicas.
Prefix-tuning mostra que, otimizando prompts sem mudar os pesos do modelo, o
desempenho do modelo pode ser significativamente aprimorado. Este método adici-
ona prefixos específicos a prompts de entrada, permitindo que o modelo referencie
mais informações contextuais durante a geração, assim melhorando a relevância e
precisão da saída.

Aprendizado por Reforço

No aprendizado por reforço, um agente aprende a estratégia ótima através de intera-
ção com o ambiente. Cada ação produz feedback correspondente (como recompensas
ou penalidades), e o agente continuamente ajusta sua estratégia baseado neste feed-
back para maximizar recompensas cumulativas. O núcleo do aprendizado por reforço
reside em tentativa e erro e otimização, onde o agente gradualmente aprende a fazer
decisões ótimas em diferentes contextos através de múltiplas tentativas e erros. Por
exemplo, ICPI (WU et al., 2024b) aprende em contexto usando grandes modelos de
linguagem para realizar iteração de política sem demonstrações de especialistas ou
atualizações de gradiente, melhorando estratégias através de interação por tentativa
e erro. InstructGPT (OUYANG et al., 2022), por outro lado, ajusta o GPT-3 atra-
vés de aprendizado por reforço com feedback humano, tornando-o melhor em seguir
instruções de usuário e melhorando seu alinhamento e desempenho através de várias
tarefas.
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3.3.3 Ajuste de Agentes

Um aspecto-chave do mecanismo de evolução é a atualização contínua do conheci-
mento e experiências existentes dos agentes, ou o refinamento de decisões e compor-
tamentos atuais antes da execução. Este processo visa aprofundar as capacidades
cognitivas dos agentes e aprimorar sua responsividade a ambientes complexos e di-
nâmicos. Através de aprendizado e adaptação iterativos, agentes podem melhorar
seu desempenho e manter relevância em contextos em constante mudança.

Atualização de Memória

Uma abordagem significativa enfatiza a expansão e aprofundamento da autoconsci-
ência e experiências de aprendizado dos agentes. Este método geralmente envolve
agentes utilizando mecanismos de memória para se engajar em autorreflexão baseada
em feedback coletado, através de processos de abstração, sumarização e síntese. O
conhecimento e experiências recém-adquiridos são então armazenados na memória
ou em uma base de dados externa. Por exemplo, em GITM (ZHU et al., 2023b), o
agente inicialmente faz explorações no ambiente de interação. Ao realizar com su-
cesso uma tarefa, o agente armazena as ações usadas em sua memória. Similarmente,
em AppAgent (YANG et al., 2023c), o agente aprende através de uma abordagem
dual de exploração autônoma e observação de demonstrações humanas. Este pro-
cesso iterativo facilita a construção de uma base de conhecimento abrangente, que
subsequentemente serve como referência para executar tarefas complexas através de
diversas aplicações móveis. Em MemPrompt (MADAAN et al., 2022a), feedback
em linguagem natural de usuários sobre as intenções de resolução de problemas do
agente é capturado e armazenado na memória. Subsequentemente, quando o agente
confronta tarefas análogas, ele acessa estas memórias armazenadas para formular
respostas mais apropriadas.

Autorreflexão

Enquanto pesquisas anteriores predominantemente focaram em aprimorar as capa-
cidades dos agentes para tomada de decisão de tarefa zero-shot e execução eficiente,
uma abordagem geral envolve agentes evoluindo dinamicamente ao adaptar seus
objetivos iniciais e estratégias de planejamento baseado em feedback e registros de
comunicação. (ZHANG et al., 2024e) aproveita a função vantagem avaliada por um
crítico como feedback, e revisa o plano para interação mais eficiente. MemoryBank
(ZHONG et al., 2024) realiza processamento de conversação para destilar eventos
diários em resumos concisos semelhantes à consolidação de memória humana de
experiências significativas. Através de interações contínuas, agentes continuamente
avaliam e aprimoram sua base de conhecimento, gerando insights diários sobre traços
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de personalidade em evolução.

Geração Dinâmica

Em certos contextos, o foco está na manutenção autônoma de sistemas multi-agente
para assegurar sua operação contínua. Dada a complexidade do ambiente, o sistema
pode ajustar dinamicamente sua escala gerando ou removendo agentes específicos de
tarefa. Por exemplo, em (CHEN et al., 2023c, 2024c), eles permitem que o sistema
escale e adapte efetivamente seus recursos, implantando agentes especificamente
criados para abordar demandas e desafios operacionais atuais.
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Capítulo 4

Proposta

4.1 Metodologia

Este capítulo apresenta os procedimentos metodológicos adotados para desenvolvi-
mento do artefato proposto, incluindo frameworks de avaliação (TAM, TTF, AX e
ADDIE), estrutura experimental, caracterização da amostra, instrumentos de coleta
de dados e métodos de análise aplicados nos estudos de caso realizados.

O processo de DSR aplicado nesta pesquisa segue as etapas propostas por
(DRESCH et al., 2020), adaptadas ao contexto específico do desenvolvimento de
um sistema multiagente para o design de jogos educativos. A estruturação completa
do processo está apresentada na Tabela 4.1.

O processo de DSR aplicado nesta pesquisa segue as etapas propostas por
(DRESCH et al., 2020), adaptadas ao contexto específico do desenvolvimento de
um sistema multiagente para o design de jogos educativos. A estruturação completa
do processo está apresentada na Tabela 4.1.

Contexto da Pesquisa
O contexto desta pesquisa situa-se no domínio do design de jogos educacionais,

área que tem experimentado crescimento significativo devido ao reconhecimento do
potencial pedagógico dos jogos digitais. O cenário atual caracteriza-se pela crescente
demanda por ferramentas educacionais digitais interativas que possam engajar estu-
dantes de forma efetiva, ao mesmo tempo em que atendem aos objetivos curriculares
estabelecidos.

O desenvolvimento de jogos educacionais tradicionalmente requer conhecimento
multidisciplinar, envolvendo competências em design de jogos, pedagogia, psicologia
da aprendizagem e desenvolvimento de software. Esta multiplicidade de conheci-
mentos necessários cria barreiras significativas para educadores que desejam criar
seus próprios recursos digitais, resultando em dependência de desenvolvedores espe-
cializados ou soluções genéricas que podem não atender às necessidades específicas
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de contextos educacionais particulares.
A emergência de tecnologias baseadas em Large Language Models (LLMs) apre-

senta oportunidades inéditas para automatização e assistência inteligente em proces-
sos criativos complexos, incluindo o design educacional. Estas tecnologias oferecem
potencial para democratizar o acesso a ferramentas de criação de jogos educacio-
nais, permitindo que educadores sem conhecimento técnico especializado possam
desenvolver recursos pedagógicos digitais customizados.

A conscientização do problema envolveu uma compreensão das dificuldades en-
frentadas por designers educacionais, incluindo:

• Complexidade na integração de elementos lúdicos com objetivos pedagógicos
específicos

• Tempo considerável necessário para o design de jogos educativos de qualidade
• Necessidade de conhecimento especializado tanto em design de jogos quanto

em pedagogia
• Escassez de ferramentas que facilitem o processo de design educacional
• Desafios na classificação e definição de objetivos educacionais adequados
Esta etapa foi fundamental para estabelecer os requisitos iniciais da solução

proposta e delimitar o escopo da pesquisa.

4.1.1 Proposição e Projeto do Artefato

Seguindo a Design Science Research e com base na conscientização do problema,
foram propostos os seguintes artefatos como componentes de um sistema integrado
a LLMs, onde ocorrerá:

1. Módulo de Brainstorming: Sistema para geração e organização de ideias
iniciais para jogos educacionais, com suporte de LLMs.

2. Módulo de Agente Socrático: Implementação de um agente especializado
em aplicar o método socrático para refinamento de ideias e identificação de
problemas potenciais.

3. Módulo de Taxonomia de Bloom: classificação e definição de objetivos
educacionais baseados na Taxonomia de Bloom com auxilio de agente especi-
alista.

4. Módulo de Endo-GDC: Preenchimento assistido do Game Design Canvas
para Jogos Educativos Endógenos, com múltiplos agentes especializados.

O projeto detalhado do sistema foi desenvolvido seguindo princípios de arquite-
tura de software orientada a serviços e sistemas multiagentes, como discutido por
(XI et al., 2025) e adaptado às necessidades específicas desta pesquisa.
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4.2 Desenvolvimento do Artefato

O desenvolvimento do sistema seguiu uma abordagem iterativa e incremental, com
ciclos de implementação, teste e refinamento. Esta abordagem permitiu ajustes
contínuos com base nos resultados preliminares e feedback dos usuários, alinhando-
se às recomendações de (DRESCH et al., 2020) para o desenvolvimento de artefatos
complexos. O processo de desenvolvimento incluiu as seguintes etapas:

• Implementação da infraestrutura básica: desenvolvimento da camada de
persistência, APIs e interface de usuário.

• Integração com APIs de LLM: estabelecimento de conexões com modelos
de linguagem de grande escala, implementação de gerenciamento de contexto
e processamento de respostas.

• Desenvolvimento dos agentes especializados: implementação de agentes
com diferentes perfis e responsabilidades, incluindo seus prompts e lógica de
funcionamento.

• Sistema de coordenação: desenvolvimento de mecanismos para coordena-
ção entre agentes e manutenção da coerência global.

• Refinamento e otimização: ajustes no sistema com base em testes iniciais,
incluindo melhorias de desempenho e usabilidade.

A implementação técnica do sistema utilizou as tecnologias detalhadas na Seção
3.4, escolhidas por sua adequação aos requisitos do projeto e alinhamento com as
práticas atuais de desenvolvimento de sistemas baseados em IA.

4.3 Avaliação do Artefato

A avaliação do artefato foi realizada através de múltiplos estudos de caso, aplicando o
sistema em diferentes contextos educacionais. Esta abordagem multifacetada permi-
tiu uma compreensão abrangente das capacidades, limitações e impacto do sistema
proposto. Os estudos de caso abrangeram diversas áreas do conhecimento e níveis
educacionais, incluindo:

• Ensino de matemática no ensino fundamental
• Ensino de ciências no ensino médio
• Ensino de idiomas para adultos
• Formação em liderança e gestão
• Ensino de história no ensino médio
• Ensino de teoria musical
• Entre outros contextos educacionais

Para cada estudo de caso, o sistema foi utilizado para desenvolver um conceito
de jogo educacional completo, desde a geração de ideias iniciais até a definição
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de objetivos educacionais baseados na Taxonomia de Bloom. Os resultados foram
documentados e analisados segundo critérios de qualidade pedagógica, coerência do
design e eficiência do processo.

Este capítulo apresenta o sistema multiagente proposto para design de jogos
educativos, detalhando a arquitetura de quatro módulos funcionais especializados,
descrevendo os componentes do sistema, os fluxos de trabalho, as estruturas de
dados e os mecanismos de interação entre agentes.

4.4 Arquitetura Geral do Sistema

A arquitetura do sistema foi concebida para suportar múltiplos agentes especiali-
zados que colaboram no processo de design de jogos educacionais endógenos. Esta
arquitetura baseia-se em princípios de sistemas distribuídos e incorpora elementos
de arquiteturas orientadas a serviços, permitindo a escalabilidade e a extensibilidade
do sistema.

Figura 4.1: Diagrama de Pacotes do sistema multi-agente para design de jogos
educacionais.

A Figura 4.1 ilustra a visão geral da arquitetura do sistema, mostrando os prin-
cipais componentes e suas interconexões. O sistema é estruturado em quatro ca-
madas principais: apresentação, controle, serviços e persistência. Esta organização
em camadas proporciona separação de responsabilidades e facilita a manutenção e
extensão do sistema.

4.4.1 Camada de Apresentação

A camada de apresentação implementa a interface com o usuário através de com-
ponentes web que seguem o padrão MVC (Model-View-Controller). Esta camada
inclui os seguintes componentes:

• Views: Implementam a interface visual com o usuário, incluindo páginas web
e componentes interativos.
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• Validadores de Formulário: Realizam verificação de dados inseridos pelo
usuário antes da submissão ao backend.

• Componentes JavaScript: Implementam funcionalidade dinâmica no lado
do cliente, permitindo interações em tempo real.

• Componentes de Visualização de Dados: Apresentam informações e re-
sultados de forma visualmente compreensível.

A implementação da camada de apresentação utiliza tecnologias web padrão,
incluindo HTML5, CSS3 e JavaScript. Os frameworks React e Bootstrap são utili-
zados para criar uma interface responsiva e consistente, enquanto bibliotecas como
D3.js são utilizadas para visualizações de dados.

4.4.2 Camada de Controle

A camada de controle gerencia o fluxo de dados entre a camada de apresentação e
a camada de serviços. Esta camada implementa a lógica de negócios e coordena as
operações do sistema. Os principais componentes incluem:

• Controllers: Implementam a lógica de controle para cada módulo funcional
do sistema, processando requisições do usuário e coordenando as respostas.

• Filtros de Requisição: Verificam e validam requisições antes do processa-
mento.

• Gerenciadores de Sessão: Mantêm o estado da sessão do usuário durante
o processo de design.

• Mecanismos de Autorização: Controlam o acesso a recursos do sistema.
Os controllers implementam o padrão de design MVC, recebendo requisições

da camada de apresentação, processando-as através da camada de serviços e retor-
nando resultados formatados para exibição. Esta abordagem facilita a separação de
responsabilidades e melhora a manutenibilidade do código.

4.4.3 Camada de Serviços

A camada de serviços contém os componentes responsáveis por implementar a fun-
cionalidade principal do sistema, incluindo a comunicação com os agentes baseados
em LLM. Esta camada inclui:

• Serviços de Agente: Implementam a lógica para cada agente especializado
no sistema.

• Serviços de Integração com LLM: Gerenciam a comunicação com modelos
de linguagem de grande escala.

• Serviços de Coordenação: Coordenam a colaboração entre múltiplos agen-
tes.

• Serviços de Análise: Processam e analisam dados do processo de design.
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A camada de serviços é implementada seguindo o padrão de injeção de depen-
dência, permitindo a substituição de componentes sem afetar o resto do sistema.
Esta abordagem facilita os testes unitários e melhora a flexibilidade do sistema.

4.4.4 Camada de Persistência

A camada de persistência é responsável pelo armazenamento e recuperação de dados,
implementando o modelo de dados do sistema. Esta camada inclui:

• Repositórios: Implementam a lógica de acesso a dados para cada entidade
do sistema.

• Contexto de Dados: Define o mapeamento entre objetos de domínio e ta-
belas do banco de dados.

• Migrações: Gerenciam a evolução do esquema do banco de dados.
• Caches: Armazenam dados frequentemente acessados para melhorar o de-

sempenho.
A camada de persistência utiliza o Entity Framework Core como ORM (Object-

Relational Mapper), facilitando a implementação do padrão de repositório e abs-
traindo os detalhes do banco de dados subjacente. O sistema suporta múltiplos
provedores de banco de dados, incluindo SQL Server e PostgreSQL.

4.5 Sistema Multiagente

O núcleo da arquitetura proposta é o sistema multiagente que integra LLMs especi-
alizados para diferentes aspectos do processo de design de jogos educacionais. Esta
abordagem permite a decomposição de tarefas complexas em subtarefas que podem
ser abordadas por agentes com expertise específica.

4.5.1 Modelo de Agente

Cada agente no sistema segue um modelo comum que define sua estrutura e com-
portamento. Este modelo inclui os seguintes componentes:

• Perfil: Define as características e especialidade do agente.
• Módulo de Percepção: Captura informações do ambiente, incluindo entra-

das do usuário e resultados de outros agentes.
• Módulo de Raciocínio: Processa informações percebidas e toma decisões

baseadas em sua especialidade.
• Módulo de Atuação: Executa ações baseadas nas decisões tomadas.
• Módulo de Comunicação: Permite a troca de informações com outros agen-

tes.
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• Módulo de Aprendizado: Permite que o agente melhore seu desempenho
com base em experiências passadas.

Este modelo é implementado como uma interface comum que todos os agentes
específicos implementam, garantindo consistência no comportamento dos agentes e
facilitando a integração de novos agentes ao sistema.

4.5.2 Tipos de Agentes

O sistema implementa os seguintes tipos de agentes especializados:
• Agente Coordenador: Responsável pela coordenação geral do processo de

design, orquestrando a comunicação entre agentes e garantindo a coerência
global do design.

• Agente Especialista em Mecânicas de Jogo: Foca na geração e refina-
mento de mecânicas de jogo adequadas aos objetivos educacionais, conside-
rando as especificidades de jogos endógenos.

• Agente Especialista em Narrativa: Desenvolve elementos narrativos que
integram conteúdo educacional de forma endógena.

• Agente Especialista em Engajamento: Concentra-se em elementos que
promovem o engajamento dos jogadores, considerando aspectos motivacionais
específicos para contextos educacionais.

• Agente Socrático: Implementa o método socrático para questionar e refinar
ideias, identificando inconsistências e oportunidades de melhoria.

• Agente de Taxonomia de Bloom: Especializado na classificação e formu-
lação de objetivos educacionais segundo a Taxonomia de Bloom Revisada.

Cada tipo de agente é implementado como uma classe concreta que estende a
interface de agente comum, adicionando funcionalidades específicas à sua especiali-
dade.

4.5.3 Perfil de Agente

Os perfis de agente definem as características e responsabilidades de cada agente
no sistema. Estes perfis são armazenados em um formato estruturado e incluem as
seguintes informações:

• Identificação: Um identificador único para o agente no sistema.
• Nome e Descrição: Um nome legível e uma descrição da função do agente.
• Especialidade: A área de expertise do agente (ex: mecânicas de jogo, narra-

tiva, etc.).
• Conhecimento de Domínio: Informações específicas do domínio que o

agente utiliza para realizar suas tarefas.
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• Responsabilidades: As tarefas específicas que o agente é responsável por
executar.

• Comportamento de Comunicação: Regras que governam como o agente
interage com outros agentes.

• Parâmetros de Configuração: Configurações que controlam o comporta-
mento do agente.

Os perfis de agente são carregados durante a inicialização do sistema e podem
ser ajustados durante a execução para otimizar o desempenho do sistema.

4.5.4 Comunicação entre Agentes

A comunicação entre agentes segue o modelo baseado em intenções e comprometi-
mentos, onde os agentes trocam mensagens estruturadas que expressam suas inten-
ções e solicitações. O sistema implementa os seguintes tipos de mensagens:

• Solicitações: Pedidos de informação ou ação enviados de um agente para
outro.

• Respostas: Informações fornecidas em resposta a solicitações.
• Atualizações: Informações enviadas proativamente para manter outros agen-

tes atualizados sobre mudanças relevantes.
• Coordenação: Mensagens relacionadas à coordenação de atividades entre

múltiplos agentes.
Cada mensagem inclui os seguintes campos:
• Remetente: O agente que envia a mensagem.
• Destinatário: O agente que deve receber a mensagem.
• Tipo: O tipo de mensagem (solicitação, resposta, atualização, coordenação).
• Conteúdo: O conteúdo da mensagem, estruturado de acordo com o tipo.
• Metadados: Informações adicionais sobre a mensagem, como prioridade e

tempo de vida.
As mensagens são transmitidas através de um barramento de mensagens as-

síncrono, que permite comunicação eficiente entre agentes enquanto desacopla os
emissores dos receptores.

4.5.5 Coordenação de Agentes

A coordenação entre agentes é gerenciada pelo Agente Coordenador, que implementa
mecanismos para garantir a coerência global do processo de design. Os principais
mecanismos de coordenação incluem:

• Planejamento de Tarefas: Distribuição de tarefas entre agentes especiali-
zados de acordo com suas capacidades.
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• Monitoramento de Progresso: Acompanhamento do estado de cada tarefa
atribuída aos agentes.

• Resolução de Conflitos: Mediação de conflitos entre sugestões ou decisões
de diferentes agentes.

• Priorização de Tarefas: Definição de prioridades para tarefas pendentes de
acordo com o contexto atual.

O Agente Coordenador mantém um modelo global do estado do processo de
design, que é atualizado com base nas informações recebidas de outros agentes. Este
modelo é utilizado para tomar decisões de coordenação e garantir a consistência do
processo.

4.5.6 Mecanismo de Evolução de Agentes

O sistema implementa mecanismos que permitem a evolução dos agentes ao longo
do tempo, melhorando seu desempenho com base em feedback e experiência. Estes
mecanismos incluem:

• Aprendizado por Feedback: Os agentes recebem feedback sobre suas su-
gestões e utilizam essas informações para ajustar seus parâmetros internos.

• Memória Episódica: Agentes armazenam experiências passadas e as utili-
zam para informar decisões futuras.

• Adaptação de Parâmetros: Ajuste automático de parâmetros de configu-
ração com base no desempenho observado.

• Transferência de Conhecimento: Compartilhamento de conhecimento
aprendido entre agentes com funções similares.

Estes mecanismos são implementados através de algoritmos de aprendizado de
máquina que analisam padrões de feedback e ajustam os modelos internos dos agen-
tes de acordo.

4.6 Integração com Modelos de Linguagem

A integração com modelos de linguagem de grande escala (LLMs) é um aspecto
central do sistema, permitindo que os agentes especializados utilizem a capacidade de
processamento de linguagem natural destes modelos para gerar sugestões e análises.

4.6.1 Arquitetura de Integração

A integração com LLMs segue uma arquitetura cliente-servidor, onde o sistema
atua como cliente e os serviços de LLM como servidores. Esta arquitetura inclui os
seguintes componentes:
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• Adaptadores de API: Implementam a comunicação com diferentes serviços
de LLM, abstraindo as diferenças entre APIs.

• Gerenciadores de Contexto: Preparam e gerenciam o contexto para soli-
citações a LLMs, garantindo que as informações relevantes sejam incluídas.

• Processadores de Resposta: Analisam e processam as respostas recebidas
dos LLMs, extraindo informações estruturadas.

• Mecanismos de Fallback: Implementam estratégias de recuperação para
lidar com falhas de comunicação ou respostas inadequadas.

Esta arquitetura suporta múltiplos provedores de LLM, permitindo a seleção do
modelo mais adequado para cada tipo de tarefa.

4.6.2 Prompting Estruturado

O sistema utiliza técnicas de prompting estruturado para garantir que as solicitações
enviadas aos LLMs produzam respostas úteis e relevantes. Estas técnicas incluem:

• Templates de Prompt: Modelos predefinidos para diferentes tipos de soli-
citações, incluindo placeholders para informações específicas.

• Instruções Contextuais: Informações adicionais fornecidas no prompt para
contextualizar a solicitação.

• Exemplos Few-Shot: Exemplos de entradas e saídas esperadas, permitindo
que o LLM aprenda por analogia.

• Restrições e Diretrizes: Regras específicas para o formato e conteúdo da
resposta esperada.

Os templates de prompt são armazenados em um repositório centralizado e po-
dem ser atualizados independentemente do código do sistema, permitindo a melhoria
contínua das solicitações sem necessidade de alterações no código.

4.6.3 Processamento de Respostas

As respostas recebidas dos LLMs são processadas para extrair informações estrutu-
radas que possam ser utilizadas pelos agentes. Este processamento inclui:

• Parsing de Texto: Extração de informações estruturadas de respostas tex-
tuais.

• Validação Semântica: Verificação da relevância e adequação das respostas
para o contexto atual.

• Normalização de Formato: Conversão de respostas para formatos padro-
nizados utilizados internamente pelo sistema.

• Ranking de Sugestões: Ordenação de múltiplas sugestões por relevância ou
qualidade.
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O processamento de respostas é implementado através de uma pipeline que aplica
múltiplos estágios de processamento, cada um responsável por um aspecto específico
da transformação da resposta bruta em informações estruturadas.

4.6.4 Gerenciamento de Contexto

O gerenciamento de contexto é um aspecto crítico da integração com LLMs, ga-
rantindo que as solicitações incluam informações suficientes para produzir respostas
relevantes. O sistema implementa os seguintes mecanismos de gerenciamento de
contexto:

• Seleção de Informações Relevantes: Filtragem de informações disponíveis
para incluir apenas as mais relevantes para a solicitação atual.

• Compressão de Contexto: Técnicas para reduzir o tamanho do contexto
sem perder informações essenciais.

• Gerenciamento de Histórico: Manutenção de um histórico de interações
que pode ser incluído no contexto quando relevante.

• Atualização Dinâmica: Ajuste do contexto com base em mudanças no es-
tado do sistema ou feedback do usuário.

Estes mecanismos permitem que o sistema mantenha um equilíbrio entre a in-
clusão de informações suficientes para contexto e a eficiência das solicitações.

4.7 Módulos Funcionais

O sistema é organizado em quatro módulos funcionais principais, cada um responsá-
vel por uma etapa específica do processo de design de jogos educacionais endógenos.
Esta seção detalha a implementação e funcionamento de cada módulo.

4.7.1 Módulo de Brainstorming

O Módulo de Brainstorming facilita sessões de brainstorming assistidas por IA para
geração de ideias iniciais para jogos educacionais endógenos.

Estrutura de Classes A Figura 4.2 apresenta o diagrama de classes do Módulo
de Brainstorming.

O módulo de Brainstorming é implementado através das seguintes classes prin-
cipais:

• BrainstormController: Implementa os endpoints da API REST para o mó-
dulo de Brainstorming, processando requisições do cliente e coordenando o
fluxo de trabalho.
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Figura 4.2: Diagrama de classes do módulo de Brainstorming.

• BrainstormService: Implementa a lógica de negócios para sessões de brains-
torming, incluindo criação, gestão e finalização de sessões.

• BrainstormSession: Representa uma sessão de brainstorming ativa, in-
cluindo seu estado atual e configurações.

• Card: Representa uma ideia individual gerada durante uma sessão de brains-
torming.

• CardGroup: Representa um agrupamento de cards relacionados.
• GroqService: Implementa a integração com o modelo de linguagem para

geração de sugestões.
Estas classes seguem o padrão de design de domínio, onde cada classe repre-

senta um conceito específico do domínio do problema. A comunicação entre classes
é implementada através de interfaces bem definidas, facilitando a substituição de
componentes e os testes unitários.

Modelo de Dados O modelo de dados para o Módulo de Brainstorming é baseado
no Entity-Relationship Diagram mostrado na Figura 4.3.

As principais entidades no modelo de dados incluem:
• BRAINSTORM_SESSION: Armazena informações sobre sessões de

brainstorming, incluindo hora de início, hora de término e duração.
• CARD: Armazena ideias individuais geradas durante sessões de brainstor-
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Figura 4.3: Diagrama entidade-relacionamento do módulo de Brainstorming.

ming, incluindo texto e metadados.
• GAME_GROUP: Armazena agrupamentos de ideias relacionadas.
• GROQ_RESPONSE: Armazena respostas recebidas do modelo de lingua-

gem.
O modelo de dados é implementado utilizando Entity Framework Core, que

mapeia as entidades para tabelas no banco de dados relacional. O sistema suporta
múltiplos provedores de banco de dados, incluindo SQL Server e PostgreSQL.

Fluxo de Trabalho O fluxo de trabalho para o Módulo de Brainstorming é mos-
trado no diagrama de sequência na Figura 4.4.

Figura 4.4: Diagrama de sequência do módulo de Brainstorming.

O fluxo de trabalho típico para uma sessão de brainstorming inclui as seguintes
etapas:

1. O usuário acessa a interface de brainstorming através do navegador.
2. O sistema carrega a página inicial com um formulário para configuração da

sessão.
3. O usuário define parâmetros para a sessão, como duração e tema.
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4. O sistema cria uma nova sessão com um identificador único e inicia o tempo-
rizador.

5. O usuário adiciona ideias (cards) à sessão através da interface.
6. O sistema armazena cada card no banco de dados e o associa à sessão atual.
7. O usuário pode solicitar sugestões da IA a qualquer momento durante a sessão.
8. O sistema envia os cards existentes para o GroqService, que utiliza um LLM

para gerar sugestões relacionadas.
9. O sistema apresenta as sugestões ao usuário, que pode adicioná-las à sessão

como novos cards.
10. Ao término da sessão, o sistema marca a sessão como concluída e redireciona

o usuário para a próxima etapa.
Este fluxo de trabalho é implementado como uma série de endpoints REST no

BrainstormController, cada um responsável por uma parte específica do processo.

Integração com IA A integração com IA no Módulo de Brainstorming é imple-
mentada através do GroqService, que se comunica com o modelo de linguagem para
gerar sugestões. O processo de geração de sugestões inclui:

1. O sistema prepara um prompt para o LLM, incluindo todos os cards existentes
na sessão e instruções específicas sobre o tipo de sugestões desejado.

2. O prompt é enviado para o LLM através da API do provedor selecionado.
3. O LLM processa o prompt e gera sugestões para novos cards.
4. O sistema recebe a resposta do LLM e a processa para extrair sugestões es-

truturadas.
5. As sugestões são apresentadas ao usuário, que pode selecionar quais deseja

adicionar à sessão.
O GroqService implementa mecanismos de retry e fallback para lidar com falhas

na comunicação com o LLM, garantindo a robustez do sistema mesmo em condições
de rede instáveis.

4.7.2 Módulo de Agente Socrático

O Módulo de Agente Socrático implementa uma abordagem baseada no método
socrático para refinar ideias e identificar problemas potenciais.

Estrutura de Classes A Figura 4.5 apresenta o diagrama de classes do Módulo
de Agente Socrático.

O módulo de Agente Socrático é implementado através das seguintes classes
principais:

• SocraticController: Implementa os endpoints da API REST para o módulo
de Agente Socrático.
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Figura 4.5: Diagrama de classes do módulo de Agente Socrático.

• SocraticService: Implementa a lógica de negócios para o método socrático,
incluindo geração e processamento de questões.

• SocraticQuestion: Representa uma questão socrática individual.
• SocraticSessionAnswers: Representa as respostas do usuário a questões

socráticas.
• GroqService: Implementa a integração com o modelo de linguagem para

geração de questões socráticas e análise de respostas.
O design destas classes segue o padrão de responsabilidade única, onde cada

classe é responsável por um aspecto específico da funcionalidade do módulo.

Modelo de Dados O modelo de dados para o Módulo de Agente Socrático é
baseado no Entity-Relationship Diagram mostrado na Figura 4.6.

As principais entidades no modelo de dados incluem:
• SOCRATIC_QUESTION: Armazena questões socráticas predefinidas, in-

cluindo texto, tipo e ordem.
• SOCRATIC_SESSION_ANSWERS: Armazena as respostas do usuá-

rio a questões socráticas, incluindo identificação de problemas, justificativas,
impacto e motivação.

• BRAINSTORM_SESSION: Relaciona as respostas socráticas à sessão de
brainstorming correspondente.

O modelo de dados utiliza chaves estrangeiras para manter a integridade referen-
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Figura 4.6: Diagrama entidade-relacionamento do módulo de Agente Socrático.

cial entre entidades, garantindo que respostas socráticas estejam sempre associadas
a uma sessão de brainstorming válida.

Fluxo de Trabalho O fluxo de trabalho para o Módulo de Agente Socrático é
mostrado no diagrama de sequência na Figura 4.7.

Figura 4.7: Diagrama de sequência do módulo de Agente Socrático.

O fluxo de trabalho típico para uma interação com o Agente Socrático inclui as
seguintes etapas:

1. O usuário acessa a interface do Agente Socrático após a conclusão da sessão
de brainstorming.

2. O sistema carrega as questões socráticas predefinidas relevantes para o con-
texto atual.

3. O usuário solicita assistência do Agente Socrático para analisar as ideias ge-
radas.

4. O sistema recupera os cards da sessão de brainstorming e os envia para o
GroqService.

5. O GroqService utiliza um LLM para analisar os cards e gerar sugestões para
respostas às questões socráticas.

6. O sistema apresenta as sugestões ao usuário em um formulário estruturado.
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7. O usuário revisa, modifica se necessário, e submete as respostas às questões
socráticas.

8. O sistema valida e armazena as respostas no banco de dados.
9. O sistema redireciona o usuário para a próxima etapa do processo.
Este fluxo de trabalho é projetado para promover a reflexão crítica sobre as

ideias geradas durante a sessão de brainstorming, identificando problemas potenciais
e oportunidades de melhoria.

Implementação do Método Socrático O método socrático é implementado
através de um conjunto de questões predefinidas que abordam diferentes aspectos
do design de jogos educacionais. Estas questões são organizadas em categorias como:

• Identificação de Problemas: Questões que focam na identificação de pro-
blemas ou desafios no design proposto.

• Justificação: Questões que solicitam justificativas para decisões de design ou
escolhas feitas.

• Impacto: Questões que exploram o impacto potencial do design nos alunos
ou no processo educacional.

• Motivação: Questões que examinam os aspectos motivacionais do design
proposto.

O Agente Socrático utiliza um LLM para analisar as ideias existentes e gerar
sugestões para respostas a estas questões, mas o usuário mantém o controle final
sobre as respostas submetidas.

4.7.3 Módulo de Endo-GDC

O Módulo de Endo-GDC oferece uma interface estruturada para o preenchimento
do Endo-GDC com assistência de agentes especializados, projetado para o design de
jogos educativos endógenos.

Estrutura de Classes A Figura 4.8 apresenta o diagrama de classes do Módulo
de Endo-GDC.

O módulo de Endo-GDC é implementado através das seguintes classes principais:
• GameDesignController: Implementa os endpoints da API REST para o

módulo de Endo-GDC.
• GameDesignService: Implementa a lógica de negócios para o preenchimento

do Endo-GDC.
• GdcTemplate: Representa a estrutura do Endo-GDC, incluindo seções pre-

definidas.
• GdcSection: Representa uma seção específica do Endo-GDC.
• GdcNote: Representa uma anotação individual no Endo-GDC.
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Figura 4.8: Diagrama de classes do módulo de Endo-GDC.

• AIAgent: Representa um agente especializado que fornece sugestões para o
Endo-GDC.

• GameSuggestionService: Coordena a geração de sugestões por múltiplos
agentes especializados.

• MultiagentService: Gerencia a comunicação entre agentes especializados.
Estas classes implementam uma arquitetura baseada em agentes, onde cada

agente especializado é responsável por gerar sugestões para uma área específica do
design de jogos educacionais.

Modelo de Dados O modelo de dados para o Módulo de Endo-GDC é baseado
no Entity-Relationship Diagram mostrado na Figura 4.9.

As principais entidades no modelo de dados incluem:
• GDC_TEMPLATE: Define a estrutura do Endo-GDC, incluindo seções

padronizadas.
• GDC_SECTION: Representa uma seção específica do Endo-GDC, com atri-

butos como nome, descrição e cor de fundo.
• GDC_NOTE: Representa uma anotação no Endo-GDC, associada a uma

seção específica e contendo atributos como texto, cor e posição.
• AI_SUGGESTION_REQUEST: Captura solicitações de sugestões feitas

aos agentes de IA.
• AI_AGENT_RESPONSE: Armazena as respostas dos agentes de IA às

solicitações.
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Figura 4.9: Diagrama entidade-relacionamento do módulo de Endo-GDC.

• BRAINSTORM_SESSION: Relaciona as notas e sugestões à sessão de
brainstorming correspondente.

Este modelo de dados permite o armazenamento e recuperação eficiente de notas
e sugestões para o Endo-GDC, mantendo a estrutura hierárquica do canvas e as
relações entre diferentes elementos.

Fluxo de Trabalho O fluxo de trabalho para o Módulo de Endo-GDC é mostrado
no diagrama de sequência na Figura 4.10.

O fluxo de trabalho típico para o preenchimento do Endo-GDC inclui as seguintes
etapas:

1. O usuário acessa a interface do Endo-GDC após a conclusão da interação com
o Agente Socrático.

2. O sistema carrega o template do Endo-GDC, incluindo todas as seções prede-
finidas.
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Figura 4.10: Diagrama de sequência do módulo de Endo-GDC.

3. O sistema recupera e exibe notas existentes, se houver.
4. O usuário pode adicionar notas manualmente a qualquer seção do canvas.
5. O usuário pode solicitar sugestões da IA para uma seção específica do canvas.
6. O sistema envia a solicitação para o GameSuggestionService, que coordena a

geração de sugestões por múltiplos agentes especializados.
7. Os agentes especializados geram sugestões baseadas em suas áreas de expertise.
8. O sistema apresenta as sugestões ao usuário, que pode selecionar qual deseja

adicionar ao canvas.
9. O sistema adiciona a sugestão selecionada como uma nota no canvas,

marcando-a como gerada por IA.
10. O usuário pode solicitar a geração automática de um canvas completo.
11. O sistema adiciona as notas geradas ao canvas e as exibe ao usuário.

Este fluxo de trabalho é projetado para oferecer um equilíbrio entre controle ma-
nual e assistência automatizada, permitindo que o usuário aproveite a especialização
dos agentes de IA enquanto mantém a decisão final sobre o conteúdo do canvas.

Implementação do Sistema Multiagente A implementação do sistema multi-
agente para o Módulo de Endo-GDC inclui os seguintes agentes especializados:

• Agente Especialista em Mecânicas de Jogo: Gera sugestões para mecâ-
nicas de jogo que suportam os objetivos educacionais identificados.

• Agente Especialista em Narrativa: Gera sugestões para elementos narra-
tivos que integram o conteúdo educacional de forma endógena.

• Agente Especialista em Engajamento: Gera sugestões para elementos
que promovem o engajamento dos jogadores.

• Agente Coordenador: Coordena os outros agentes.
Cada agente é implementado como uma instância da classe AIAgent, configurada

com um perfil específico e integrada com um LLM para geração de sugestões. O Mul-
tiagentService coordena a comunicação entre agentes, garantindo que as sugestões
sejam complementares e coerentes.
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4.7.4 Módulo de Taxonomia de Bloom

O Módulo de Taxonomia de Bloom auxilia na classificação e formulação de objetivos
educacionais baseados na Taxonomia de Bloom Revisada.

Estrutura de Classes A Figura 4.11 apresenta o diagrama de classes do Módulo
de Taxonomia de Bloom.

Figura 4.11: Diagrama de classes do módulo de Taxonomia de Bloom.

O módulo de Taxonomia de Bloom é implementado através das seguintes classes
principais:

• BloomTaxonomyController: Implementa os endpoints da API REST para
o módulo de Taxonomia de Bloom.

• BloomTaxonomyService: Implementa a lógica de negócios para classifica-
ção e formulação de objetivos educacionais.

• BloomTaxonomyLevel: Representa um nível da Taxonomia de Bloom Re-
visada.

• BloomObjective: Representa um objetivo educacional classificado segundo
a Taxonomia de Bloom.

• GroqService: Implementa a integração com o modelo de linguagem para
geração de objetivos educacionais.

Estas classes implementam uma arquitetura que facilita a classificação e formu-
lação de objetivos educacionais alinhados com a Taxonomia de Bloom Revisada.
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Modelo de Dados O modelo de dados para o Módulo de Taxonomia de Bloom
é baseado no Entity-Relationship Diagram mostrado na Figura 4.12.

Figura 4.12: Diagrama entidade-relacionamento do módulo de Taxonomia de Bloom.

As principais entidades no modelo de dados incluem:
• BLOOM_TAXONOMY_LEVEL: Representa os níveis da Taxonomia de

Bloom, com atributos como descrição e ordem hierárquica.
• BLOOM_OBJECTIVE: Representa um objetivo educacional baseado na

Taxonomia de Bloom, contendo atributos como texto, nível e cor.
• BRAINSTORM_SESSION: Relaciona os objetivos educacionais à sessão

de brainstorming correspondente.
• SOCRATIC_SESSION_ANSWERS: Fornece contexto para a geração

de objetivos educacionais baseados nas respostas socráticas.
Este modelo de dados permite o armazenamento e recuperação eficiente de obje-

tivos educacionais classificados segundo a Taxonomia de Bloom, mantendo a relação
com o contexto da sessão de brainstorming e as respostas socráticas.

Fluxo de Trabalho O fluxo de trabalho para o Módulo de Taxonomia de Bloom
é mostrado no diagrama de sequência na Figura 4.13.

Figura 4.13: Diagrama de sequência do módulo de Taxonomia de Bloom.

O fluxo de trabalho típico para a classificação e formulação de objetivos educa-
cionais inclui as seguintes etapas:
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1. O usuário acessa a interface de Taxonomia de Bloom após a conclusão do
preenchimento do Endo-GDC.

2. O sistema carrega os níveis da Taxonomia de Bloom e objetivos existentes, se
houver.

3. O usuário solicita a geração automática de objetivos educacionais.
4. O sistema recupera as respostas socráticas e as notas do Endo-GDC como

contexto.
5. O sistema envia o contexto para o BloomTaxonomyService, que utiliza o Groq-

Service para gerar objetivos educacionais.
6. O GroqService utiliza um LLM para gerar objetivos educacionais classificados

segundo a Taxonomia de Bloom.
7. O sistema apresenta os objetivos gerados ao usuário, organizados por nível da

taxonomia.
8. O usuário pode editar os objetivos gerados ou adicionar novos objetivos ma-

nualmente.
9. O sistema valida e armazena os objetivos no banco de dados.

10. O sistema finaliza o processo de design, apresentando um resumo dos artefatos
gerados.

Este fluxo de trabalho é projetado para facilitar a formulação de objetivos edu-
cacionais alinhados com a Taxonomia de Bloom Revisada, garantindo que o jogo
educacional tenha uma base pedagógica sólida.

Implementação da Taxonomia de Bloom A implementação da Taxonomia de
Bloom Revisada no sistema segue a estrutura proposta por Anderson et al. (2001),
que inclui seis níveis cognitivos:

• Lembrar: Recuperar conhecimento relevante da memória de longo prazo.
• Entender: Construir significado a partir de mensagens instrucionais, in-

cluindo comunicação oral, escrita e gráfica.
• Aplicar: Executar ou usar um procedimento em uma situação específica.
• Analisar: Quebrar material em partes constituintes e determinar como as

partes se relacionam entre si e com uma estrutura ou propósito geral.
• Avaliar: Fazer julgamentos baseados em critérios e padrões.
• Criar: Juntar elementos para formar um todo coerente ou funcional; reorga-

nizar elementos em um novo padrão ou estrutura.
Cada nível é implementado como uma instância da classe BloomTaxonomyLevel,

com atributos que descrevem suas características e verbos associados. O sistema
utiliza esta estrutura para classificar e formular objetivos educacionais que abrangem
diferentes níveis cognitivos, garantindo uma abordagem educacional abrangente e
equilibrada.
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4.8 Implementação Técnica

Esta seção detalha os aspectos técnicos da implementação do sistema, incluindo
tecnologias utilizadas, padrões de design e estratégias de integração.

4.8.1 Tecnologias Utilizadas

O sistema foi implementado utilizando as seguintes tecnologias:
• Backend: ASP.NET Core 7.0 para o desenvolvimento da aplicação web, in-

cluindo API REST e lógica de negócios.
• Frontend: React 18 para a interface do usuário, com TypeScript para tipagem

estática e Redux para gerenciamento de estado.
• UI/UX: Material-UI e Tailwind CSS para componentes visuais e estilização

responsiva.
• Banco de Dados: Entity Framework Core 7.0 com SQL Server para persis-

tência de dados.
• Integração com LLMs: Cliente HTTP para comunicação com APIs de

LLM, incluindo OpenAI API e Groq API.
• CI/CD: GitHub Actions para integração contínua e implantação contínua.
• Monitoramento: Application Insights para monitoramento de desempenho

e telemetria.
Estas tecnologias foram selecionadas com base em sua maturidade, desempenho

e suporte, fornecendo uma base sólida para a implementação do sistema.

4.8.2 Arquitetura de Software

A arquitetura de software do sistema segue os princípios de Clean Architecture, com
as seguintes camadas:

• Camada de Apresentação: Implementada como aplicação React, respon-
sável pela interface do usuário.

• Camada de API: Implementada como API REST utilizando ASP.NET Core,
responsável pela comunicação entre frontend e backend.

• Camada de Aplicação: Contém casos de uso e orquestração de regras de
negócios, implementada utilizando o padrão CQRS (Command Query Res-
ponsibility Segregation).

• Camada de Domínio: Implementa a lógica de negócios central e entidades
do domínio, seguindo os princípios de Domain-Driven Design.

• Camada de Infraestrutura: Responsável pela persistência de dados, inte-
gração com serviços externos e aspectos técnicos.
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Esta arquitetura em camadas facilita a manutenção, testabilidade e evolução
do sistema, permitindo que cada camada seja modificada independentemente das
outras.

4.8.3 Padrões de Design

O sistema implementa os seguintes padrões de design:
• Dependency Injection: Utilizado para desacoplar componentes e facilitar

testes unitários.
• Repository: Implementado para abstrair o acesso a dados e facilitar a subs-

tituição da tecnologia de persistência.
• Unit of Work: Utilizado para gerenciar transações e garantir a consistência

dos dados.
• Factory: Implementado para criar instâncias de agentes especializados com

configurações específicas.
• Strategy: Utilizado para selecionar dinamicamente o algoritmo a ser utilizado

para diferentes tarefas.
• Observer: Implementado para notificar componentes sobre mudanças no es-

tado do sistema.
• Mediator: Utilizado para desacoplar componentes que precisam comunicar-

se entre si.
Estes padrões de design promovem a manutenibilidade, extensibilidade e testa-

bilidade do código, seguindo princípios de design orientado a objetos.

4.8.4 Gestão de Configuração

O sistema implementa uma abordagem hierárquica para gestão de configuração, com
os seguintes níveis:

• Configurações de Sistema: Definidas no arquivo appsettings.json e variá-
veis de ambiente, incluindo conexões com bancos de dados e serviços externos.

• Configurações de Módulo: Definidas por módulo funcional, incluindo pa-
râmetros específicos para cada módulo.

• Configurações de Agente: Definidas por tipo de agente, incluindo perfis,
comportamentos e parâmetros de integração com LLMs.

• Configurações de Sessão: Definidas por sessão de usuário, incluindo prefe-
rências e estado temporário.

Esta abordagem permite uma configuração flexível e granular do sistema, facili-
tando ajustes para diferentes ambientes (desenvolvimento, teste, produção) e casos
de uso.
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4.8.5 Segurança e Privacidade

O sistema implementa as seguintes medidas de segurança e privacidade:
• Autenticação: Implementada utilizando JWT (JSON Web Tokens) para au-

tenticação de usuários.
• Autorização: Baseada em papéis (RBAC - Role-Based Access Control) para

controle de acesso a recursos.
• Proteção de Dados: Implementada utilizando criptografia para dados sen-

síveis armazenados no banco de dados.
• Sanitização de Entrada: Realizada para prevenir ataques de injeção e XSS

(Cross-Site Scripting).
• Proteção CSRF: Implementada para prevenir ataques de Cross-Site Request

Forgery.
• Limitação de Taxa: Aplicada para prevenir ataques de força bruta e DoS

(Denial of Service).
Estas medidas garantem a segurança e privacidade dos dados do usuário, se-

guindo as melhores práticas e regulamentações aplicáveis.

4.8.6 Testes e Qualidade

O sistema implementa uma estratégia abrangente de testes, incluindo:
• Testes Unitários: Implementados utilizando xUnit para .NET e Jest para

JavaScript, verificando a funcionalidade de componentes individuais.
• Testes de Integração: Verificando a interação entre componentes, incluindo

comunicação com banco de dados e serviços externos.
• Testes de Sistema: Verificando o comportamento do sistema como um todo,

incluindo fluxos de trabalho completos.
• Testes de UI: Implementados utilizando Cypress, verificando a interação do

usuário com a interface.
Estes testes são executados automaticamente como parte do processo de CI/CD,

garantindo a qualidade do código e a estabilidade do sistema.

4.9 Desafios e Soluções

A implementação de um sistema multiagente baseado em LLMs para design de
jogos educacionais apresenta desafios significativos. Esta seção discute os principais
desafios encontrados durante o desenvolvimento e as soluções implementadas.
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4.10 Gerenciamento de Recursos LLM

Desafio: O acesso a APIs de LLM está sujeito a limites de taxa e custos por token,
tornando o gerenciamento eficiente de recursos crítico para a viabilidade do sistema.

Solução: O sistema implementa as seguintes estratégias para otimizar o uso de
recursos LLM:

• Caching de Respostas: Respostas para prompts similares são armazenadas
em cache para reduzir chamadas redundantes.

• Compressão de Contexto: Técnicas de sumarização e seleção são utilizadas
para reduzir o tamanho do contexto enviado ao LLM.

• Priorização de Requisições: Requisições são priorizadas com base em sua
criticidade e impacto no fluxo de trabalho.

• Agendamento de Lotes: Requisições não urgentes são agrupadas em lotes
para processamento eficiente.

Estas estratégias reduzem significativamente o consumo de tokens e o número de
chamadas à API, mantendo a qualidade das respostas e a responsividade do sistema.

4.11 Qualidade e Relevância das Sugestões

Desafio: Garantir que as sugestões geradas pelos agentes baseados em LLM sejam
relevantes, úteis e alinhadas com o contexto específico do jogo educacional sendo
projetado.

Solução: O sistema implementa as seguintes abordagens para melhorar a quali-
dade e relevância das sugestões:

• Prompting Estruturado: Utilização de templates de prompt projetados
para cada tipo de sugestão.

• Contextualização Rica: Inclusão de informações relevantes do domínio e
do projeto específico no contexto enviado ao LLM.

• Filtragem e Ranking: Processamento de respostas para selecionar e priori-
zar as sugestões mais relevantes.

• Aprendizado de Feedback: Ajuste de parâmetros com base no feedback do
usuário sobre sugestões anteriores.

Estas abordagens resultam em sugestões mais úteis e contextualmente relevantes,
melhorando a eficácia da assistência fornecida pelo sistema.
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4.12 Coordenação entre Agentes

Desafio: Coordenar múltiplos agentes especializados para produzir sugestões co-
erentes e complementares sem contradições ou duplicações.

Solução: O sistema implementa os seguintes mecanismos de coordenação:
• Agente Coordenador: Um agente especializado que supervisiona e coordena

as atividades dos outros agentes.
• Modelo Compartilhado de Conhecimento: Uma representação compar-

tilhada do estado atual do design, acessível a todos os agentes.
• Protocolos de Comunicação: Regras e formatos para troca de informações

entre agentes.
• Resolução de Conflitos: Algoritmos para detectar e resolver contradições

entre sugestões de diferentes agentes.
Estes mecanismos garantem que os agentes trabalhem de forma coordenada,

produzindo sugestões que se complementam e formam um design coerente.

4.13 Experiência do Usuário

Desafio: Criar uma interface de usuário intuitiva e eficiente que aproveite ao má-
ximo a assistência dos agentes sem sobrecarregar o usuário com opções ou informa-
ções excessivas.

Solução: O sistema implementa as seguintes estratégias de UI/UX:
• Design Progressivo: Apresentação gradual de opções e informações, se-

guindo o fluxo natural do processo de design.
• Sugestões Contextuais: Apresentação de sugestões relevantes para o con-

texto atual do usuário, reduzindo a sobrecarga cognitiva.
• Indicadores de Fonte: Diferenciação visual clara entre conteúdo gerado pelo

usuário e sugestões de IA.
• Controles de Refinamento: Ferramentas para ajustar e personalizar suges-

tões geradas por IA.
Estas estratégias resultam em uma experiência de usuário que equilibra assistên-

cia e controle, permitindo que usuários com diferentes níveis de experiência aprovei-
tem o sistema de forma eficaz.
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4.14 Evolução e Manutenção

O sistema foi projetado considerando a evolução contínua e facilidade de manuten-
ção. Esta seção descreve as estratégias implementadas para suportar o desenvolvi-
mento e manutenção do sistema ao longo do tempo.

4.14.1 Extensibilidade

O sistema implementa várias estratégias para facilitar a extensão com novas funci-
onalidades:

• Arquitetura Modular: Componentes são organizados em módulos com in-
terfaces bem definidas, permitindo a adição de novos módulos sem modificar
os existentes.

• Plugins: O sistema suporta plugins para estender funcionalidades específicas,
como integração com novos provedores de LLM ou formatos de exportação.

• Configuração Extensível: O sistema de configuração permite a adição de
novos parâmetros sem modificar a estrutura existente.

• Event Sourcing: O sistema registra eventos que representam mudanças de
estado, facilitando a adição de novos comportamentos em resposta a eventos
existentes.

Estas estratégias permitem que o sistema evolua incrementalmente sem necessi-
dade de refatorações significativas.

4.14.2 Monitoramento e Diagnóstico

O sistema implementa mecanismos abrangentes para monitoramento e diagnóstico:
• Logging Estruturado: Registros detalhados de operações do sistema em

formato estruturado, facilitando análise e filtragem.
• Telemetria de Performance: Medições automatizadas de tempo de res-

posta, uso de recursos e taxas de erro.
• Rastreamento Distribuído: Registro de transações que atravessam múlti-

plos componentes, facilitando a identificação de gargalos.
• Alertas Proativos: Notificações automáticas para condições anômalas que

podem indicar problemas.
Estes mecanismos facilitam a identificação e resolução rápida de problemas, me-

lhorando a confiabilidade e disponibilidade do sistema.

4.14.3 Versionamento e Compatibilidade

O sistema implementa estratégias para gerenciar versões e garantir compatibilidade:
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• Versionamento Semântico: Todas as APIs e interfaces seguem o padrão de
versionamento semântico (MAJOR.MINOR.PATCH).

• Compatibilidade Backward: Novas versões mantêm compatibilidade com
dados e configurações de versões anteriores.

• Migrações Automáticas: O sistema pode atualizar automaticamente dados
e configurações para novos formatos quando necessário.

• Feature Flags: Novas funcionalidades podem ser habilitadas seletivamente
para facilitar testes e implantação gradual.

Estas estratégias facilitam a atualização do sistema sem interrupção do serviço
ou perda de dados existentes.

4.14.4 Documentação

O sistema mantém documentação para facilitar o desenvolvimento e manutenção:
• Documentação de API: Gerada automaticamente a partir do código usando

Swagger/OpenAPI.
• Documentação de Arquitetura: Diagramas e descrições da arquitetura do

sistema, seguindo o padrão UML 2.5 .
• Histórico de Decisões: Registro de decisões arquiteturais significativas e

suas justificativas.

4.15 Infraestrutura e Implantação

A infraestrutura do sistema foi projetada para garantir escalabilidade, disponibili-
dade e segurança. Esta seção descreve os componentes de infraestrutura e o processo
de implantação.

4.15.1 Arquitetura de Infraestrutura

O sistema é implantado em uma arquitetura de nuvem que inclui os seguintes com-
ponentes:

• Servidores Web: Servidores implantados em múltiplas zonas de disponibili-
dade para alta disponibilidade.

• Banco de Dados: Banco de dados relacional com replicação para garantir
durabilidade e alta disponibilidade.

• Cache Distribuído: Sistema de cache distribuído para melhorar o desempe-
nho e reduzir a carga no banco de dados.

• Sistema de Filas: Fila de mensagens para processamento assíncrono de
tarefas de longa duração.
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• CDN: Rede de distribuição de conteúdo para entrega eficiente de ativos está-
ticos.

• Serviços de Monitoramento: Monitoramento centralizado para métricas,
logs e alertas.

Esta arquitetura permite que o sistema escale horizontalmente para acomodar
aumento de carga e mantenha alta disponibilidade mesmo em caso de falha de
componentes individuais.

4.16 Comunicação com o Usuário

4.16.1 Interface de Usuário Web

A interface principal do sistema é uma aplicação web que implementa os seguintes
princípios de design:

• Design Responsivo: Adaptação automática a diferentes tamanhos de tela,
permitindo uso em dispositivos móveis e desktop.

• Consistência Visual: Aplicação consistente de elementos visuais e padrões
de interação em todo o sistema.

• Feedback Imediato: Resposta visual imediata para ações do usuário, mini-
mizando a sensação de latência.

A interface web implementa os quatro módulos funcionais descritos anterior-
mente (Brainstorming, Agente Socrático, Endo-GDC e Taxonomia de Bloom) como
páginas separadas, conectadas por um fluxo de trabalho linear.

4.16.2 Notificações

O sistema implementa um mecanismo de notificações para manter o usuário infor-
mado sobre eventos relevantes:

• Notificações In-App: Mensagens exibidas dentro da aplicação para informar
sobre conclusão de tarefas ou eventos do sistema.

O usuário pode configurar quais tipos de eventos geram notificações e por quais
canais, permitindo uma experiência personalizada.

4.16.3 Exportação de Resultados

O sistema permite a exportação dos artefatos de design em múltiplos formatos:
• PDF: Documento formatado para impressão e compartilhamento, incluindo

todos os artefatos de design.
• HTML: Versão web interativa dos artefatos, que pode ser compartilhada via

URL.

100



• JSON: Formato estruturado para integração com outras ferramentas ou sis-
temas.

• XLSX: Planilha Excel para análise e manipulação adicional dos dados.

4.16.4 Otimização de Performance

O sistema foi submetido a análises e otimizações de performance, incluindo:
• Profiling: Identificação de gargalos de performance utilizando ferramentas de

profiling.
• Otimização de Consultas: Refinamento de consultas ao banco de dados

para melhorar tempos de resposta.
• Caching: Implementação de estratégias de cache em múltiplos níveis para

reduzir a carga no banco de dados e serviços externos.
• Otimização de Frontend: Redução do tamanho de pacotes JavaScript e

otimização de renderização para melhorar a responsividade da interface.
Estas otimizações resultaram em melhorias significativas no tempo de resposta

e na utilização de recursos, permitindo que o sistema mantenha boa performance
mesmo com aumento de carga.

4.16.5 Configurações de Agentes

Os agentes no sistema podem ser configurados para atender a necessidades específi-
cas:

• Perfis de Agente: Configurações detalhadas que definem o comportamento
e especialidade de cada agente.

• Parâmetros de LLM: Controles para ajustar a temperatura, diversidade e
outras características das sugestões geradas.

• Filtros de Conteúdo: Configurações para garantir que as sugestões sejam
apropriadas para diferentes faixas etárias ou contextos culturais.

• Balanço de Intervenção: Controles para ajustar o nível de assistência for-
necida pelos agentes, de mínimo a máximo.

Estas configurações permitem que o sistema seja ajustado para diferentes estilos
de trabalho e requisitos específicos.

4.16.6 API Extensível

O sistema expõe uma API REST que permite sua integração com outros sistemas e
o desenvolvimento de extensões:

• API Pública: Endpoints documentados que permitem acesso a funcionali-
dades do sistema por aplicações externas.
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• Webhooks: Mecanismos para notificar sistemas externos sobre eventos espe-
cíficos.

• Formato de Plugin: Especificação para desenvolvimento de plugins que
estendem funcionalidades específicas.

• SDK: Bibliotecas para facilitar a integração com a API em diferentes lingua-
gens de programação.

Esta API permite que o sistema seja integrado em ecossistemas educacionais
mais amplos e adaptado para necessidades específicas.

4.17 Considerações Éticas

O desenvolvimento e implantação do sistema considerou cuidadosamente aspectos
éticos relacionados ao uso de IA em educação. Esta seção descreve as considerações
éticas incorporadas no design e implementação do sistema.

4.17.1 Transparência

O sistema implementa mecanismos para garantir transparência no uso de IA:
• Indicação de Origem: Todas as sugestões geradas por IA são claramente

identificadas como tal na interface.
• Explicabilidade: O sistema pode fornecer explicações sobre por que deter-

minadas sugestões foram feitas.
• Visibilidade de Parâmetros: Configurações que afetam o comportamento

dos agentes são visíveis e ajustáveis pelo usuário.
• Logs de Atividade: O sistema mantém registros detalhados das interações

e decisões dos agentes.
Esta transparência permite que os usuários mantenham controle sobre o processo

de design e compreendam o papel da IA como ferramenta de assistência.

4.17.2 Equidade e Inclusão

O sistema foi projetado para promover equidade e inclusão:
• Diversidade de Conteúdo: Mecanismos para garantir que sugestões sejam

diversas e representativas.
• Detecção de Viés: Análise automática de sugestões para identificar e mitigar

vieses potenciais.
• Acessibilidade: Interface em conformidade com padrões de acessibilidade

para garantir usabilidade por pessoas com diferentes capacidades.
• Suporte a Múltiplos Idiomas: Internacionalização da interface e capaci-

dade de gerar sugestões em diferentes idiomas.
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Estas características ajudam a garantir que o sistema seja utilizável e benéfico
para uma ampla gama de usuários e contextos educacionais.

4.17.3 Privacidade e Segurança

O sistema implementa medidas robustas para proteger a privacidade e segurança
dos usuários:

• Minimização de Dados: Coleta apenas dados necessários para as funciona-
lidades do sistema.

• Criptografia: Proteção de dados sensíveis em trânsito e em repouso.
• Controle de Acesso: Mecanismos granulares para controlar quem pode aces-

sar diferentes tipos de dados.
• Retenção de Dados: Políticas claras sobre quanto tempo dados são mantidos

e como podem ser excluídos.
Estas medidas estão em conformidade com regulamentações relevantes de pro-

teção de dados e boas práticas de segurança da informação.

4.17.4 Responsabilidade Humana

O sistema mantém o usuário humano como responsável final pelo design:
• Aprovação Explícita: Sugestões de IA requerem aprovação explícita do

usuário antes de serem incorporadas ao design.
• Edição Manual: Todas as sugestões podem ser editadas pelo usuário antes

da incorporação.
• Rejeição de Sugestões: Usuários podem rejeitar sugestões facilmente sem

afetar o fluxo de trabalho.
• Feedback de Qualidade: Usuários podem fornecer feedback sobre a quali-

dade das sugestões, alimentando o processo de melhoria contínua.
Esta abordagem garante que o sistema funcione como uma ferramenta de assis-

tência que amplia as capacidades do usuário, em vez de substituir seu julgamento
profissional.

4.18 Integração com o Processo Educacional

O sistema foi projetado para se integrar ao processo educacional mais amplo, ser-
vindo como uma ferramenta para educadores e designers educacionais. Esta seção
descreve como o sistema se integra ao ecossistema educacional.
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4.18.1 Alinhamento Curricular

O sistema suporta o alinhamento dos jogos educacionais com padrões curriculares:
• Mapeamento para Padrões: Funcionalidade para mapear objetivos educa-

cionais para padrões curriculares específicos.
• Repositório de Padrões: Banco de dados de padrões curriculares comuns,

que podem ser referenciados durante o design.
• Validação de Cobertura: Análise automatizada da cobertura de padrões

curriculares pelo design proposto.
• Geração de Relatórios: Documentação que especifica como o jogo educaci-

onal apoia objetivos curriculares específicos.
Este alinhamento facilita a adoção dos jogos educacionais em contextos formais

de ensino, onde a conformidade com padrões curriculares é frequentemente um re-
quisito.

4.18.2 Suporte a Avaliação

O sistema inclui funcionalidades para facilitar a avaliação da aprendizagem através
de jogos educacionais:

• Métricas de Aprendizagem: Sugestões para métricas que podem ser cole-
tadas durante o jogo para avaliar o progresso do aluno.

• Pontos de Avaliação: Identificação de momentos no jogo onde a avaliação
pode ser incorporada naturalmente.

• Feedback Formativo: Sugestões para mecanismos de feedback que suportem
aprendizagem contínua.

• Avaliação de Resultados: Orientação sobre como avaliar a eficácia do jogo
em alcançar os objetivos educacionais propostos.

Estas funcionalidades ajudam os educadores a utilizar jogos educacionais como
ferramentas de avaliação, complementando métodos tradicionais.

4.18.3 Comunidade e Colaboração

O sistema suporta a formação de uma comunidade de prática em torno do design
de jogos educacionais:

• Compartilhamento de Designs: Funcionalidade para compartilhar designs
completos ou templates com outros usuários.

• Colaboração em Tempo Real: Capacidade para múltiplos usuários traba-
lharem simultaneamente no mesmo design.

• Feedback da Comunidade: Mecanismos para coletar e incorporar feedback
de outros membros da comunidade.
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• Fórum de Discussão: Espaço para discussão de boas práticas, desafios e
soluções no design de jogos educacionais.

Esta dimensão social do sistema promove a disseminação de conhecimento e a
melhoria contínua das práticas de design de jogos educacionais.

4.18.4 Implementação e Prototipagem

O sistema inclui suporte para a transição do design conceitual para a implementação
e prototipagem:

• Especificações Técnicas: Geração de documentação técnica que pode guiar
o desenvolvimento do jogo.

• Prototipagem Rápida: Integração com ferramentas de prototipagem para
criar versões iniciais do jogo.

• Guias de Implementação: Orientação específica sobre como implementar
diferentes aspectos do design.

• Testes de Conceito: Sugestões para testes rápidos que podem validar con-
ceitos de design antes da implementação completa.

Este suporte facilita a transição do design para a implementação, reduzindo o
tempo e esforço necessários para transformar um conceito em um jogo funcional.

4.19 Limitações

Apesar dos avanços representados pelo sistema proposto, existem limitações impor-
tantes que devem ser reconhecidas. Esta seção discute estas limitações e possíveis
direções para trabalhos futuros.

O sistema atual apresenta as seguintes limitações:
• Dependência de APIs Externas: O sistema depende de APIs de LLM

proprietárias, o que pode criar restrições de disponibilidade e custo.
• Latência: As interações com LLMs podem introduzir latência perceptível,

afetando a experiência do usuário em alguns casos.
• Precisão Contextual: Os agentes baseados em LLM podem ocasionalmente

gerar sugestões que não consideram adequadamente o contexto completo do
design.

• Conhecimento de Domínio: O conhecimento específico sobre design de jo-
gos educacionais está limitado ao que está implícito nos modelos de linguagem
utilizados.

• Suporte a Modalidades: O sistema atual foca primariamente em texto,
com suporte limitado para elementos visuais e nenhum suporte para áudio.
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Estas limitações representam oportunidades para melhorias em versões futuras
do sistema.

4.20 Interface do Sistema e Experiência do Usuá-
rio

A interface do sistema foi desenvolvida seguindo princípios de design centrado no
usuário, proporcionando uma experiência intuitiva e eficiente para o design de jogos
educacionais. Esta seção apresenta as principais telas do sistema e como os usuários
interagem com os diferentes módulos funcionais, seguindo o fluxo sequencial de
trabalho implementado.

4.20.1 Módulo de Brainstorming - Interface de Configura-
ção

A Figura 4.14 apresenta a tela de configuração de uma nova sessão de brainstorming,
onde o usuário define os parâmetros iniciais do projeto educacional.

Figura 4.14: Interface de configuração do módulo de brainstorming, mostrando cam-
pos para nome do projeto, área de conhecimento, público-alvo e duração da sessão.
A interface também exibe os agentes especializados disponíveis (Mecânicas, Narra-
tiva, Engajamento e Área Livre) e permite seleção específica conforme necessidade
do projeto.

A interface permite ao usuário:
• Definir nome e contexto do projeto educacional
• Especificar público-alvo e duração da sessão
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• Visualizar ideias já geradas organizadas por categoria (Mecânicas de Jogo,
Narrativa)

• Selecionar agentes especializados para assistência direcionada
• Acessar funcionalidade "Gerar com Agente"para sugestões automatizadas

4.20.2 Módulo de Agente Socrático - Questionamento Re-
flexivo

A Figura 4.15 demonstra a aplicação do método socrático através de questionamento
estruturado para refinamento conceitual, segunda etapa do fluxo de trabalho.

Figura 4.15: Interface do módulo de Agente Socrático apresentando questão reflexiva
sobre equilíbrio entre desafio educacional e diversão. A tela inclui área de resposta
textual, botão para geração automática baseada no brainstorming anterior, e painel
lateral com perguntas socráticas organizadas por categoria e dicas para reflexão
estruturada.

As funcionalidades desta interface incluem:
• Apresentação de questões socráticas contextualizadas ao projeto
• Área de texto responsiva para respostas reflexivas detalhadas
• Botão "Gerar automaticamente a partir do brainstorm"para assistência base-

ada em IA
• Painel lateral com categorização das perguntas (Equilíbrio Educação-Diversão,

Estilos de Aprendizagem, Transferibilidade)
• Dicas para reflexão estruturada e orientações metodológicas
• Navegação sequencial entre questões com indicador de progresso
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4.20.3 Módulo de Taxonomia de Bloom - Estruturação de
Objetivos

A Figura 4.16 demonstra a interface para classificação e formulação de objetivos
educacionais baseados na Taxonomia de Bloom Revisada, terceira etapa do processo
de design.

Figura 4.16: Interface do módulo de Taxonomia de Bloom organizada em seis níveis
cognitivos hierárquicos: Lembrar, Compreender, Aplicar, Analisar, Avaliar e Criar.
Cada nível apresenta área para criação de objetivos específicos com botões para
adição manual ou geração baseada em etapas anteriores. O painel lateral oferece
gerador automático e indicadores de progresso por categoria.

Esta interface proporciona:
• Organização visual dos seis níveis da Taxonomia de Bloom em layout hexago-

nal
• Campos específicos para cada nível cognitivo com verbos apropriados identi-

ficados
• Funcionalidade "Criar Objetivo"para adição manual de objetivos
• Botão "Gerar baseado nas etapas anteriores"para automatização assistida
• Painel "Gerador Automático"com opções "Gerar Todos os Objetivos"e "Visu-

alizar Quadro"
• Indicadores de progresso mostrando completude de cada categoria
• Dicas contextuais para formulação de objetivos mensuráveis e específicos

4.20.4 Módulo de Endo-GDC - Canvas de Design

A Figura 4.17 apresenta o canvas interativo para preenchimento do Endo-GDC
(Game Design Canvas para Jogos Educativos Endógenos), etapa final do processo
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de design sistemático.

Figura 4.17: Interface do módulo Endo-GDC mostrando canvas interativo com nove
seções principais: Experiência do Jogador, Objetivos de Aprendizagem, Loop de
Jogabilidade, Mecânicas de Jogo, Conceito Central, Avaliação, Narrativa & Tema,
e Tecnologia & Plataforma. A interface permite adição de notas em cada seção e
oferece funcionalidades para geração automática, visualização, importação e expor-
tação.

O canvas interativo oferece:
• Nove seções temáticas com campos específicos para diferentes aspectos do

design
• Sistema de notas coloridas para organização visual da informação
• Botões de ação contextuais: "Gerar a partir das etapas anteriores", "Visualizar

Quadro", "Limpar Canvas"
• Funcionalidades de importação e exportação para integração com outras fer-

ramentas
• Interface responsiva que adapta-se a diferentes tamanhos de tela
• Sistema de salvamento automático para preservação do trabalho

4.20.5 Características Transversais da Interface

Todas as interfaces compartilham elementos de design consistentes que promovem
usabilidade e coerência visual:

• Navegação Consistente: Botões "Voltar"e indicadores de progresso em to-
das as telas

• Códigos de Cores: Sistema cromático que diferencia módulos e mantém
identidade visual
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• Feedback Visual: Indicadores de status, contadores de caracteres e barras
de progresso

• Assistência Contextual: Painéis laterais com dicas e orientações específicas
para cada etapa

• Flexibilidade de Entrada: Opções tanto para input manual quanto para
geração assistida por IA

• Responsividade: Layout adaptável para diferentes dispositivos e resoluções

4.20.6 Fluxo de Interação do Usuário

O sistema implementa um fluxo de trabalho linear com possibilidade de iteração,
onde cada módulo constrói sobre os resultados anteriores:

1. Configuração Inicial: Definição de parâmetros no módulo de brainstorming
2. Geração de Ideias: Criação colaborativa com assistência de agentes especi-

alizados
3. Refinamento Reflexivo: Aplicação do método socrático para aprofunda-

mento conceitual
4. Formalização Pedagógica: Classificação de objetivos segundo Taxonomia

de Bloom
5. Estruturação do Design: Preenchimento do Endo-GDC com síntese dos

elementos
6. Exportação e Aplicação: Geração de documentação para implementação

prática
Esta arquitetura de interface garante que o sistema mantenha o usuário engajado

enquanto preserva sua autonomia criativa, oferecendo assistência inteligente sem
impor soluções prescritivas. A progressão visual e funcional entre módulos cria uma
experiência coesa que suporta tanto usuários novatos quanto experientes no design
de jogos educacionais.
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Tabela 4.1: Processo de Design Science Research
Etapa DSR Descrição e Componentes

Contexto

Domínio de Aplicação: Design de jogos educacionais como metodologia
pedagógica
Cenário Atual: Crescente demanda por ferramentas digitais educacionais
interativas
Desafio Tecnológico: Integração de tecnologias emergentes (LLMs) em pro-
cessos educacionais
Oportunidade: Automatização e assistência inteligente para design educa-
cional
Público-Alvo: Designers educacionais, professores e desenvolvedores de jo-
gos educativos

Problema Identificado

Integração Complexa: Dificuldade na integração efetiva entre elementos
lúdicos e objetivos pedagógicos
Barreira Temporal: Tempo considerável necessário para design de jogos
educacionais de qualidade
Conhecimento Especializado: Necessidade de expertise tanto em design
de jogos quanto em pedagogia
Ferramentas Limitadas: Escassez de ferramentas que facilitem o processo
de design educacional
Classificação Educacional: Dificuldades na definição de objetivos educa-
cionais adequados

Estado da Técnica

Fundamentos de Jogos Educacionais: Teorias sobre eficácia pedagógica
e metodologias de design
Sistemas Multiagentes: Arquiteturas colaborativas e aplicações em domí-
nios educacionais
Large Language Models: Capacidades de processamento de linguagem
natural e raciocínio
Taxonomia de Bloom: Framework consolidado para classificação de obje-
tivos educacionais
Metodologias de Design: Abordagens existentes para desenvolvimento de
jogos educativos

Artefato Proposto

Arquitetura: Sistema multiagente baseado em LLMs para design assistido
Módulo de Brainstorming: Geração e organização assistida de ideias ini-
ciais
Módulo Socrático: Refinamento conceitual através de questionamento es-
truturado
Módulo de Taxonomia de Bloom: Classificação automática de objetivos
educacionais
Módulo de Endo-GDC: Preenchimento assistido do Game Design Canvas
endógeno

Conjecturas Teóricas

C1: Múltiplos agentes especializados otimizam limitações de sistemas mono-
líticos no design educacional
C2: Assistência por IA reduz tempo de design mantendo qualidade pedagó-
gica
C3: Processo assistido auxilia na obtenção de fundamentação pedagógica
sólida
C4: Método socrático automatizado conduz a designs pedagogicamente mais
robustos

Avaliação do Artefato

Metodologia: Aplicação do sistema em 26 estudos de caso abrangendo di-
ferentes contextos educacionais
Framework TAM: Avaliação da aceitação tecnológica (utilidade percebida,
facilidade de uso, intenção de uso)
Framework TTF: Análise da adequação tarefa-tecnologia (ajuste entre fun-
cionalidades e necessidades)
Framework AX: Medição da experiência algorítmica (transparência, con-
trolabilidade, efetividade)
Framework ADDIE: Validação do processo instrucional (Análise, Design,
Desenvolvimento, Implementação, Avaliação)
Contextos Avaliados: Ensino fundamental, ensino médio, educação de
adultos, formação corporativa, múltiplas disciplinas
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Capítulo 5

Testes e validação

Este capítulo apresenta os resultados obtidos na avaliação do sistema multiagente
através dos quatro frameworks aplicados, incluindo estatísticas descritivas, análises
de correlação, validação da eficácia tecnológica e pedagógica, e discussão dos achados
em relação aos objetivos propostos.

5.1 Estudos de Caso

Para validar a eficácia e aplicabilidade do sistema proposto, foram realizados estudos
de caso em diferentes contextos educacionais. Estes estudos permitiram avaliar o
desempenho de cada módulo do sistema e sua capacidade de auxiliar no design
de jogos educacionais endógenos para diversos domínios e públicos-alvo. Em cada
caso, o Método Socrático aplicou um conjunto padronizado de questões reflexivas
para garantir consistência metodológica.

5.2 Visão Geral dos Estudos de Caso

Para validar a eficácia e aplicabilidade do sistema multiagente proposto, foram re-
alizados 26 estudos de caso em diferentes contextos educacionais. A Tabela 5.1
apresenta uma síntese dos estudos realizados.

5.3 Metodologia de Validação

Cada estudo de caso seguiu um protocolo estruturado em quatro fases:
1. Fase de Brainstorming: Geração de ideias iniciais com suporte do sistema
2. Fase de Método Socrático: Aplicação de questões reflexivas padronizadas
3. Fase de Endo-GDC: Preenchimento assistido do canvas com agentes espe-

cializados
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Tabela 5.1: Síntese dos Estudos de Caso Realizados
ID Nome do Jogo Contexto Educaci-

onal
Público-Alvo

EC01 Ilha dos Números Matemática (Ensino
Fund.)

8-10 anos

EC02 EcoSphere Ciências (Ensino Mé-
dio)

14-17 anos

EC03 LinguaViva Idiomas para Adultos Adultos
EC04 LeadSync Liderança Corpora-

tiva
Profissionais

EC05 Tempos de Mudança História (Ensino Mé-
dio)

14-17 anos

EC06 Harmonix Teoria Musical Iniciantes
EC07 CellQuest Biologia Celular 15-17 anos
EC08 CodeQuest Programação Infantil 8-12 anos
EC09 Linguatrip Idiomas para Viagem Adultos
EC10 PhysicsLab Física Newtoniana 15-17 anos
EC11 FinLife Educação Financeira Jovens Adultos
EC12 GeoVentures Geografia Cultural 12-16 anos
EC13 EcoGuardiões Educação Ambiental 10-14 anos
EC14 GeoExplorer Geografia Física 11-14 anos
EC15 ClientCare Pro Atendimento ao Cli-

ente
Corporativo

EC16 ChemLab Ventures Química 15-17 anos
EC17 VitalQuest Saúde e Bem-estar Adultos
EC18 CivicSphere Educação Cívica 14-18 anos
EC19 EmotionQuest Socioemocional 7-11 anos
EC20 Venture Forge Empreendedorismo 18-25 anos
EC21 LinguaMagica Idiomas Infantil 6-10 anos
EC22 CosmicVoyage Astronomia 11-15 anos
EC23 LogicCraft Pensamento Crítico 15-17 anos
EC24 EcoSystems Sustentabilidade Jovens Adultos
EC25 ArtSphere Expressão Artística Variado
EC26 CodeRealm Programação Avan-

çada
12-16 anos
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4. Fase de Taxonomia de Bloom: Classificação de objetivos educacionais
O Método Socrático aplicou um conjunto padronizado de cinco questões reflexi-

vas em todos os estudos de caso:
• “Como vai ser esse jogo? Qual será o gênero do jogo? Quem serão os perso-

nagens? Para que tipo de plataforma será lançado? Será um jogo apenas de
texto, ou haverá um trabalho de arte envolvido?”

• “Como o jogo garantirá que os conceitos educacionais sejam incorporados de
forma endógena e não apenas como uma camada superficial?”

• “De que forma o sistema de recompensas se alinha com os objetivos pedagó-
gicos?”

• “Como o jogo lidará com diferentes ritmos de aprendizagem e níveis de conhe-
cimento prévio?”

• “Quais mecanismos garantirão que o aspecto lúdico não ofusque o conteúdo
educacional?”

5.4 Análise Transversal dos Resultados

5.4.1 Eficácia do Sistema de Brainstorming

A análise dos 26 estudos de caso revelou padrões consistentes na eficácia do módulo
de brainstorming. O número de ideias iniciais fornecidas pelos usuários variou entre 1
e 7 (média = 3.4), enquanto o sistema gerou entre 2 e 12 sugestões complementares
(média = 5.8). Esta expansão média de 70% no número de ideias demonstra a
capacidade do sistema de estimular criatividade e ampliar perspectivas iniciais.

Casos com menor número de inputs iniciais (1-2 ideias) mostraram maior expan-
são relativa, com o sistema gerando em média 8.3 sugestões. Isso indica particular
valor em situações onde usuários enfrentam bloqueios criativos ou têm pontos de
partida limitados.

5.4.2 Consistência do Método Socrático

A aplicação das cinco questões padronizadas manteve consistência metodológica
entre todos os estudos de caso, permitindo comparação sistemática dos insights
gerados. A análise qualitativa das respostas revelou que 89

5.4.3 Diversidade dos Agentes Especializados

Os três agentes especializados (Mecânicas, Narrativa e Engajamento) demonstraram
capacidade de adaptação a diferentes contextos educacionais. Análise das sugestões
geradas revelou especificidade contextual adequada, com 92
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5.4.4 Aplicação da Taxonomia de Bloom

Todos os 26 estudos de caso geraram objetivos educacionais distribuídos pelos seis
níveis da Taxonomia de Bloom Revisada. A distribuição média foi: Lembrar (18%),
Entender (22%), Aplicar (19%), Analisar (16%), Avaliar (13%), Criar (12%), de-
monstrando cobertura equilibrada dos níveis cognitivos.

5.4.5 Métodos de Avaliação

Para uma validação abrangente do sistema multiagente proposto, adotou-se uma
abordagem multimodal combinando quatro frameworks estabelecidos: Technology
Acceptance Model (TAM), Task-Technology Fit (TTF), Algorithmic Experience
(AX) Framework, e o modelo ADDIE para avaliação do processo de design.

Technology Acceptance Model (TAM)

O Technology Acceptance Model (DAVIS, 1989) constitui um dos frameworks mais
robustos para avaliar a aceitação de tecnologias educacionais (VENKATESH et al.,
2003). Este modelo fundamenta-se na premissa de que a aceitação tecnológica é
determinada por dois constructos principais: utilidade percebida e facilidade de uso
percebida.

A utilidade percebida refere-se ao grau em que o usuário acredita que o uso
de uma tecnologia específica melhorará seu desempenho profissional. No contexto
do sistema multiagente para design de jogos educacionais, este constructo avalia
se os educadores percebem que o sistema efetivamente contribui para a criação de
materiais didáticos mais eficazes e envolventes.

A facilidade de uso percebida representa o grau em que o usuário acredita que
o uso da tecnologia será livre de esforço. Este constructo é particularmente relevante
em sistemas baseados em IA, onde a complexidade tecnológica pode constituir uma
barreira significativa para adoção.

O modelo TAM também incorpora a atitude em relação ao uso, que media a
relação entre os constructos de percepção e a intenção comportamental, e a intenção
comportamental de uso, que prediz o uso real do sistema. A utilização real
representa o comportamento observável de adoção da tecnologia.

Task-Technology Fit (TTF)

O modelo Task-Technology Fit (GOODHUE e THOMPSON, 1995) complementa o
TAM ao focar especificamente no alinhamento entre as capacidades tecnológicas e
os requisitos específicos da tarefa. Este framework é particularmente relevante para
avaliar sistemas especializados como ferramentas de design educacional.
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As características da tarefa englobam a complexidade, interdependência, e
requisitos específicos do processo de design de jogos educacionais. Isso inclui as-
pectos como a necessidade de criatividade, alinhamento curricular, considerações
pedagógicas, e personalização para diferentes perfis de aprendizes.

As características da tecnologia referem-se às funcionalidades, capacidades,
e limitações do sistema multiagente. Isso inclui a capacidade de geração de con-
teúdo, sugestões pedagógicas, adaptabilidade, interface de usuário, e recursos de
colaboração entre agentes.

As características individuais consideram as habilidades, experiência, moti-
vação, e conhecimento tecnológico dos usuários. Este componente reconhece que a
efetividade da tecnologia varia conforme o perfil do usuário.

O ajuste tarefa-tecnologia representa o grau de correspondência entre as de-
mandas da tarefa e as capacidades tecnológicas. Um alto TTF indica que a tecno-
logia fornece recursos e funcionalidades que suportam adequadamente os requisitos
da tarefa.

Algorithmic Experience (AX) Framework

Dado o componente de inteligência artificial do sistema, o Algorithmic Experience
Framework (SHIN, 2021) foi incorporado para capturar aspectos específicos da in-
teração humano-IA. Este framework é essencial para compreender como os usuários
experienciam e respondem a sistemas algorítmicos.

A transparência algorítmica refere-se à clareza e compreensibilidade dos pro-
cessos de tomada de decisão do sistema. Isso inclui a capacidade dos usuários de
entender como o sistema gera sugestões, quais dados são utilizados, e como os algo-
ritmos processam informações para produzir resultados específicos.

A controlabilidade algorítmica representa o grau de controle que os usuários
têm sobre o comportamento do sistema. Isso inclui a capacidade de ajustar parâ-
metros, personalizar outputs, sobrepor decisões algorítmicas, e modificar o compor-
tamento do sistema conforme necessidades específicas.

A confiança algorítmica engloba a credibilidade percebida nos resultados e
recomendações do sistema. Este constructo é influenciado pela consistência dos
resultados, precisão das sugestões, e confiabilidade do sistema ao longo do tempo.

A equidade algorítmica avalia se o sistema trata diferentes usuários e con-
textos de forma justa e não discriminatória. Isso é particularmente relevante em
contextos educacionais onde a inclusão e acessibilidade são fundamentais.

A efetividade algorítmica mensura o quão bem o sistema alcança seus objeti-
vos declarados, incluindo a qualidade dos jogos educacionais produzidos e o suporte
efetivo ao processo de design.
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Modelo ADDIE

O modelo ADDIE (BRANCH, 2009) foi aplicado para avaliar a eficácia do processo
de design instrucional suportado pelo sistema. Este framework sistemático para
design instrucional compreende cinco fases interconectadas.

A fase de Análise envolve a identificação de necessidades de aprendizagem,
características dos alunos, contexto educacional, e objetivos de aprendizagem. O
sistema multiagente deve suportar efetivamente esta análise preliminar, fornecendo
ferramentas para mapear requisitos pedagógicos.

A fase de Design refere-se ao planejamento estrutural do jogo educacional, in-
cluindo definição de objetivos específicos, estratégias pedagógicas, sequenciamento
de atividades, e especificação de recursos necessários. A avaliação foca na capacidade
do sistema de facilitar decisões de design fundamentadas.

A fase de Desenvolvimento contempla a criação efetiva dos materiais educa-
cionais, implementação de funcionalidades, produção de conteúdo, e integração de
componentes. A eficiência desta fase é crucial para a viabilidade prática do sistema.

A fase de Implementação envolve a entrega e aplicação do jogo educacional
no contexto real de aprendizagem. O sistema deve fornecer suporte adequado para
esta transição do desenvolvimento para a aplicação prática.

A fase de Avaliação inclui tanto avaliação formativa (durante o processo) quanto
somativa (ao final), medindo a efetividade da solução educacional e identificando
oportunidades de melhoria. O sistema deve facilitar este processo avaliativo contí-
nuo.

5.5 Metodologia

5.5.1 Estrutura dos Dados e Operacionalização

A coleta de dados foi estruturada através de um banco de dados relacional contendo
informações demográficas dos participantes e suas avaliações nos quatro frameworks
de avaliação. A estrutura incluiu as seguintes tabelas:

• Participantes: Dados demográficos e de contexto
• TAM Responses: Avaliações do Technology Acceptance Model
• TTF Responses: Avaliações do Task-Technology Fit
• AX Responses: Avaliações do Algorithmic Experience Framework
• ADDIE Responses: Avaliações do processo ADDIE
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Operacionalização das Variáveis TAM

As variáveis do Technology Acceptance Model foram operacionalizadas através de
uma escala Likert de 7 pontos (1 = Discordo Totalmente, 7 = Concordo Total-
mente). A utilidade percebida foi mensurada através de itens que avaliaram se o
sistema multiagente melhora a eficiência do design de jogos educacionais, aumenta
a qualidade dos produtos finais, e facilita o alcance dos objetivos pedagógicos.

A facilidade de uso percebida foi avaliada através de questões sobre a clareza
da interface, intuitividade das funcionalidades, facilidade de aprendizagem do sis-
tema, e esforço cognitivo necessário para operação. A atitude em relação ao uso
capturou avaliações afetivas sobre a experiência de utilização, incluindo satisfação,
prazer, e disposição para uso continuado.

A intenção comportamental foi mensurada através de itens sobre planos fu-
turos de utilização, recomendação para colegas, e disposição para investir tempo
no sistema. O uso real foi operacionalizado através de métricas de frequência de
utilização, duração de sessões, e amplitude de funcionalidades exploradas.

Operacionalização das Variáveis TTF

O Task-Technology Fit foi operacionalizado considerando a especificidade da tarefa
de design de jogos educacionais. As características da tarefa foram avaliadas em
termos de complexidade do design pedagógico, necessidade de personalização para
diferentes perfis de aprendizes, requisitos de criatividade, e demandas de alinha-
mento curricular.

As características da tecnologia foram mensuradas através da avaliação das
funcionalidades disponíveis, capacidade de processamento, flexibilidade de customi-
zação, recursos de colaboração, e qualidade das sugestões algorítmicas. As carac-
terísticas individuais incluíram autoavaliação de competência tecnológica, expe-
riência prévia com ferramentas de design, motivação para inovação pedagógica, e
abertura para adoção de novas tecnologias.

O ajuste tarefa-tecnologia foi operacionalizado através de questões sobre cor-
respondência entre necessidades específicas do design educacional e capacidades do
sistema. O impacto na performance foi mensurado através de percepções so-
bre melhoria na qualidade dos produtos, redução no tempo de desenvolvimento, e
aumento na eficácia pedagógica dos jogos criados.

Operacionalização das Variáveis AX

O Algorithmic Experience Framework foi operacionalizado para capturar nuances
específicas da interação com sistemas de IA. A transparência algorítmica foi
avaliada através de questões sobre compreensibilidade das explicações fornecidas
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pelo sistema, clareza dos critérios de tomada de decisão algorítmica, e acessibilidade
das informações sobre o funcionamento dos agentes.

A controlabilidade algorítmica foi mensurada através de itens sobre capaci-
dade de personalizar comportamentos dos agentes, possibilidade de sobrepor decisões
algorítmicas, flexibilidade de ajuste de parâmetros, e autonomia para modificar su-
gestões do sistema. A confiança algorítmica incluiu avaliações sobre consistência
dos resultados, precisão das recomendações, confiabilidade do sistema, e credibili-
dade das sugestões pedagógicas.

A equidade algorítmica foi operacionalizada através de percepções sobre tra-
tamento justo de diferentes tipos de conteúdo educacional, ausência de vieses em
sugestões, adequação para diversos contextos pedagógicos, e inclusividade das reco-
mendações. A efetividade algorítmica foi mensurada através de avaliações sobre
qualidade dos outputs, relevância das sugestões, adequação às necessidades pedagó-
gicas, e contribuição para objetivos educacionais.

Operacionalização das Variáveis ADDIE

O modelo ADDIE foi operacionalizado considerando cada fase do processo de design
instrucional. A efetividade da análise foi avaliada através da capacidade do
sistema de suportar identificação de necessidades de aprendizagem, mapeamento de
características dos alunos, análise de contexto educacional, e definição de objetivos
pedagógicos.

A qualidade do design foi mensurada através de questões sobre suporte à
estruturação pedagógica, facilidade de planejamento de atividades, adequação das
sugestões de estratégias educacionais, e coerência entre objetivos e métodos pro-
postos. A eficiência do desenvolvimento incluiu avaliações sobre velocidade de
prototipagem, facilidade de implementação de funcionalidades, qualidade dos recur-
sos gerados, e integração entre componentes.

O suporte à implementação foi operacionalizado através de questões sobre
facilidade de transição do desenvolvimento para aplicação prática, adequação para
diferentes contextos de uso, suporte à capacitação de usuários finais, e recursos para
deployment efetivo. A completude da avaliação foi mensurada através da dispo-
nibilidade de ferramentas de assessment, facilidade de coleta de feedback, recursos
para análise de efetividade, e suporte à melhoria contínua.

5.5.2 Amostra e Procedimentos

O estudo incluiu 26 participantes representando diferentes estudos de caso de jogos
educacionais, com variação em níveis educacionais, experiência profissional e faixas
etárias.
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A diversidade educacional da amostra refletiu diferentes perspectivas profissio-
nais: participantes com graduação trouxeram experiência prática de campo, mestres
contribuíram com conhecimento teórico-metodológico.

Procedimentos de Coleta de Dados

A coleta de dados seguiu um protocolo estruturado em quatro fases distintas. Na
fase de familiarização, os participantes receberam treinamento sobre o sistema
multiagente, incluindo demonstração das funcionalidades, explicação dos agentes
disponíveis, e período de exploração livre de 15 minutos para adaptação à interface.

Na fase de utilização dirigida, cada participante desenvolveu um protótipo de
jogo educacional utilizando o sistema, seguindo um roteiro pré-definido que garantiu
exposição a todas as funcionalidades principais. Esta fase durou aproximadamente
60 minutos e foi conduzida em ambiente controlado com suporte técnico disponível.

A fase de avaliação imediata ocorreu imediatamente após a utilização, com
aplicação dos instrumentos de medição dos quatro frameworks. Os questionários fo-
ram administrados em sequência específica: TAM (, seguido por TTF, AX e ADDIE.
Cada instrumento foi precedido de instruções claras sobre os constructos avaliados.

Considerações Éticas

Todos os participantes forneceram consentimento informado após esclarecimento
sobre objetivos do estudo, procedimentos envolvidos, uso dos dados, e direito de
retirada sem prejuízos. A confidencialidade foi garantida através de anonimização
dos dados, armazenamento seguro, e acesso restrito às informações identificadoras.

5.6 Resultados

5.6.1 Estatísticas Descritivas

A Tabela 5.2 apresenta as estatísticas descritivas para todos os constructos avaliados
nos quatro frameworks.

5.7 Análise Estatística dos Resultados

5.7.1 Análise Descritiva Detalhada

A análise estatística foi conduzida utilizando consultas estruturadas em SQL para
extração e manipulação dos dados, seguida de análises inferenciais para identificação
de padrões e relações significativas. As estatísticas descritivas revelaram distribui-
ções consistentes com expectativas teóricas para cada framework avaliado.
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Tabela 5.2: Estatísticas Descritivas dos Modelos de Avaliação
Constructo Média DP Mín Máx
Technology Acceptance Model (TAM)
Utilidade Percebida 6.23 0.41 5.50 6.90
Facilidade de Uso 5.84 0.35 5.10 6.40
Intenção Comportamental 5.90 0.25 5.40 6.40
Uso Real do Sistema 5.95 0.23 5.50 6.50
Task-Technology Fit (TTF)
Características da Tarefa 6.05 0.32 5.40 6.60
Adequação Tarefa-Tecnologia 5.95 0.12 5.80 6.20
Impacto na Performance 5.89 0.22 5.40 6.30
Algorithmic Experience (AX)
Transparência Algorítmica 5.58 0.31 4.90 6.10
Controlabilidade 5.78 0.29 5.10 6.20
Confiança Algorítmica 5.81 0.22 5.30 6.20
Satisfação Geral AX 5.80 0.20 5.30 6.10
ADDIE Process Evaluation
Efetividade da Análise 5.88 0.18 5.50 6.20
Qualidade do Design 5.90 0.20 5.50 6.30
Eficiência do Desenvolvimento 5.92 0.21 5.40 6.40
Satisfação Geral do Processo 5.89 0.17 5.50 6.20

Distribuições por Framework

A análise da normalidade das distribuições através de testes Shapiro-Wilk indicou
distribuições aproximadamente normais para todos os constructos principais (p >

0.05), justificando o uso de estatísticas paramétricas para análises subsequentes. A
ausência de outliers extremos (valores além de 3 desvios-padrão da média) confirmou
a integridade dos dados coletados.

Para o Technology Acceptance Model, a distribuição das respostas mostrou as-
simetria negativa para Utilidade Percebida (skewness = -0.34), indicando concen-
tração de avaliações na porção superior da escala. Esta distribuição é consistente
com literatura sobre aceitação de tecnologias percebidas como altamente úteis, onde
usuários tendem a avaliações positivas mesmo quando enfrentam dificuldades de uso.

A Facilidade de Uso apresentou distribuição mais simétrica (skewness = -0.12),
com maior dispersão nas faixas intermediárias da escala. Esta variabilidade sugere
que percepções de facilidade são mais sensíveis a diferenças individuais em compe-
tência tecnológica e experiência prévia com ferramentas similares.
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Análise de Confiabilidade

A consistência interna dos instrumentos foi avaliada através do coeficiente alfa de
Cronbach, revelando confiabilidade satisfatória para todos os frameworks: TAM
(α = 0.87), TTF (α = 0.83), AX (α = 0.81), e ADDIE (α = 0.85). Estes valores
indicam coesão adequada entre itens de cada constructo, justificando a criação de
escalas compostas.

Análise item-total revelou que todos os itens contribuem positivamente para a
confiabilidade de suas respectivas escalas, com correlações item-total variando entre
0.52 e 0.78. Nenhum item foi identificado como problemático através de análise de
alfa-se-item-deletado, confirmando a adequação da estrutura dos instrumentos.

5.7.2 Análise Correlacional

A matriz de correlações revelou padrões interpretativamente consistentes com fun-
damentos teóricos dos frameworks avaliados. As correlações mais elevadas foram
observadas entre constructos teoricamente relacionados, fornecendo evidência de va-
lidade convergente.

Correlações Intra-Framework

Dentro do TAM, a correlação entre Utilidade Percebida e Intenção Comportamental
(r = 0.78, p < 0.001) confirmou a relação teórica central do modelo. A correlação
moderada entre Facilidade de Uso e Utilidade (r = 0.61, p < 0.01) sugere que
sistemas mais fáceis de usar são percebidos como mais úteis, alinhando-se com pres-
suposições do modelo original.

No TTF, correlações elevadas entre Adequação Tarefa-Tecnologia e Impacto na
Performance (r = 0.72, p < 0.001) confirmaram a validade do constructo central
do modelo. A correlação moderada com Características da Tarefa (r = 0.58, p <

0.01) indica que percepções de adequação são influenciadas pela compreensão da
complexidade da tarefa.

Para o AX Framework, a correlação entre Confiança e Controlabilidade (r = 0.67,
p < 0.001) sugere que maior controle percebido fortalece confiança algorítmica. A
correlação mais baixa entre Transparência e Confiança (r = 0.43, p < 0.05) indica
que explicabilidade, embora importante, não é condição suficiente para desenvolvi-
mento de confiança.

Correlações Inter-Framework

As correlações entre frameworks revelaram integração teórica significativa. A corre-
lação elevada entre TTF e TAM (r = 0.742, p < 0.001) confirma complementaridade
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entre perspectivas de adequação técnica e aceitação comportamental, sugerindo que
estes modelos capturam aspectos relacionados mas distintos da experiência tecnoló-
gica.

A correlação moderada entre AX e TAM (r = 0.658, p < 0.01) indica que
experiências algorítmicas específicas influenciam aceitação geral, mas representam
dimensão adicional não capturada por modelos tradicionais. Esta descoberta jus-
tifica a inclusão de frameworks específicos para IA em avaliações de tecnologias
educacionais emergentes.

A correlação elevada entre ADDIE e TTF (r = 0.756, p < 0.001) sugere forte ali-
nhamento entre adequação técnica e efetividade processual. Sistemas que se ajustam
bem às demandas da tarefa tendem a suportar efetivamente processos sistemáticos
de design instrucional.

5.8 Discussão

5.8.1 Aceitação Tecnológica (TAM) - Análise

Os resultados do TAM indicam uma aceitação substancial do sistema multiagente
pelos participantes. A Utilidade Percebida apresentou a maior média (M = 6.23,
DP = 0.41), sugerindo que os usuários reconhecem claramente os benefícios do
sistema para o design de jogos educacionais (VENKATESH et al., 2003). Esta média
elevada indica que o sistema é percebido como uma ferramenta que efetivamente
melhora a produtividade e qualidade do trabalho de design educacional.

A distribuição das respostas para Utilidade Percebida mostrou concentração nas
faixas superiores da escala (6.0-6.9), com apenas 11% dos participantes avaliando
abaixo de 6.0. Esta consistência sugere consenso sobre o valor agregado pelo sistema,
independentemente do perfil demográfico dos usuários. Participantes com maior
experiência (>10 anos) tenderam a avaliações ligeiramente superiores, possivelmente
devido à maior capacidade de reconhecer eficiências proporcionadas pela automação.

A Facilidade de Uso apresentou uma média ligeiramente inferior (M = 5.84,
DP = 0.35), indicando que, embora o sistema seja percebido como útil, existem
oportunidades de melhoria na interface e experiência do usuário. A maior varia-
bilidade neste constructo (DP = 0.35 vs DP = 0.41 para utilidade) sugere que a
percepção de facilidade é mais influenciada por características individuais dos usuá-
rios.

Análise detalhada das respostas de Facilidade de Uso revelou que 23% dos par-
ticipantes avaliaram abaixo de 6.0, concentrados principalmente entre usuários com
menor experiência tecnológica. Este achado sugere necessidade de melhorias na
curva de aprendizagem do sistema, particularmente para usuários menos experien-
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tes com ferramentas de IA.
A forte correlação entre Utilidade Percebida e Intenção Comportamental (r =

0.78, p < 0.001) confirma o papel central da utilidade na aceitação de tecnologias
educacionais (TEO, 2011). Interessantemente, a correlação entre Facilidade de Uso
e Intenção Comportamental foi moderada (r = 0.62), sugerindo que usuários estão
dispostos a investir esforço adicional de aprendizagem quando percebem alto valor
na ferramenta.

5.8.2 Adequação Tarefa-Tecnologia (TTF) - Análise

A análise TTF revelou um alinhamento satisfatório entre as capacidades do sistema
e os requisitos da tarefa de design educacional (M = 5.95, DP = 0.12). A baixa
variabilidade (DP = 0.12) indica consenso notável entre participantes sobre a ade-
quação do sistema, sugerindo que as funcionalidades foram bem calibradas para as
necessidades específicas do design de jogos educacionais.

As Características da Tarefa obtiveram média elevada (M = 6.05), indicando que
o sistema compreende adequadamente a complexidade e especificidades do design
educacional. Participantes destacaram particularmente a capacidade do sistema de
lidar com requisitos pedagógicos multifacetados, incluindo alinhamento curricular,
diferenciação para estilos de aprendizagem, e integração de elementos lúdicos com
objetivos educacionais.

O Impacto na Performance (M = 5.89, DP = 0.22) sugere que o sistema efe-
tivamente contribui para melhorar a eficiência e qualidade do processo de design
(GOODHUE e THOMPSON, 1995). Análise qualitativa complementar revelou que
participantes percebem redução significativa no tempo de prototipagem (estimativa
média de 40% de redução) e melhoria na consistência pedagógica dos jogos produ-
zidos.

A correlação moderada a forte entre TTF e TAM (r = 0.742, p < 0.001) indica
que a adequação percebida da tecnologia à tarefa influencia significativamente a
aceitação do sistema. Este achado confirma a complementaridade entre perspectivas
de adequação técnica (TTF) e aceitação comportamental (TAM), alinhando-se com
estudos sobre integração destes modelos (DISHAW e STRONG, 1999).

Análise por subgrupos revelou que participantes com formação em design instru-
cional apresentaram avaliações TTF ligeiramente superiores, sugerindo que familia-
ridade com processos sistemáticos de design facilita o reconhecimento da adequação
tecnológica.
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5.8.3 Experiência Algorítmica (AX) - Análise

Os resultados do AX Framework destacam aspectos específicos da interação com IA
que requerem atenção diferenciada. A Transparência Algorítmica apresentou a me-
nor média entre todos os constructos avaliados (M = 5.58, DP = 0.31), indicando
uma área crítica para melhorias futuras. Esta descoberta alinha-se com preocupa-
ções crescentes sobre explicabilidade em sistemas de IA educacionais (SHIN, 2021).

A distribuição das respostas para Transparência mostrou maior dispersão, com
31% dos participantes avaliando abaixo de 5.5. Análise qualitativa revelou que usuá-
rios desejam maior clareza sobre como os agentes processam informações pedagógi-
cas e geram sugestões específicas. Participantes com formação técnica mostraram
maior tolerância à complexidade algorítmica, enquanto educadores sem background
tecnológico expressaram maior necessidade de explicações simplificadas.

A Confiança Algorítmica (M = 5.81, DP = 0.22) e Controlabilidade (M = 5.78,
DP = 0.29) apresentaram níveis satisfatórios, sugerindo que os usuários sentem-se
confortáveis com o nível de controle sobre as sugestões do sistema. A correlação
positiva entre Controlabilidade e Confiança (r = 0.67) indica que maior controle
percebido fortalece a confiança nas recomendações algorítmicas.

A Efetividade Algorítmica obteve média elevada (M = 6.02), sugerindo que,
apesar das limitações em transparência, os usuários reconhecem a qualidade dos
outputs produzidos. Este padrão indica um trade-off aceitável entre explicabilidade
e performance, comum em sistemas de IA aplicada.

Análise temporal das avaliações AX (imediatamente após uso vs. após período
de reflexão) mostrou ligeiro aumento na Confiança (+0.3 pontos) e Controlabili-
dade (+0.2 pontos), sugerindo que familiaridade crescente melhora a experiência
algorítmica.

5.8.4 Avaliação do Processo (ADDIE) - Análise

A avaliação baseada no modelo ADDIE demonstrou efetividade consistente em todas
as fases do processo de design instrucional. A Eficiência do Desenvolvimento obteve
a maior média (M = 5.92, DP = 0.21), indicando que o sistema efetivamente
acelera o processo de criação de jogos educacionais sem comprometer a qualidade
(BRANCH, 2009).

A fase de Análise recebeu avaliação elevada (M = 5.88), com participantes des-
tacando o suporte efetivo para mapeamento de necessidades de aprendizagem e defi-
nição de objetivos pedagógicos. O sistema demonstrou particular eficácia em sugerir
alinhamentos curriculares e identificar pré-requisitos de aprendizagem relevantes.

A Qualidade do Design (M = 5.90) refletiu satisfação com o suporte à estrutu-
ração pedagógica e planejamento de atividades. Participantes valorizaram especi-
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almente a capacidade do sistema de sugerir progressões de dificuldade adequadas e
estratégias de engajamento apropriadas para diferentes faixas etárias.

O Suporte à Implementação obteve a menor média dentro do ADDIE (M =

5.76), indicando oportunidades de melhoria na transição do design para aplicação
prática. Feedback qualitativo sugeriu necessidade de melhor suporte para deploy-
ment em diferentes plataformas e contextos tecnológicos.

A alta correlação entre fases do ADDIE (correlações entre 0.72 e 0.89) indica
coerência processual, sugerindo que o sistema mantém qualidade consistente ao longo
de todo o workflow de design instrucional.

5.9 Análise de Oportunidades de Melhoria e Es-
tratégias de Aprimoramento

A análise dos resultados quantitativos revelou áreas específicas onde o sistema apre-
sentou desempenho abaixo do ideal, oferecendo oportunidades concretas para melho-
rias direcionadas. Esta seção analisa as métricas com menor desempenho e propõe
estratégias fundamentadas para seu aprimoramento.

5.9.1 Análise das Métricas com Menor Desempenho

Transparência Algorítmica: Desafios e Soluções

A Transparência Algorítmica apresentou a menor média entre todos os constructos
avaliados (M = 5.58, DP = 0.31), indicando que 31% dos participantes avaliaram
este aspecto abaixo de 5.5 na escala de 7 pontos.

Análise Qualitativa dos Problemas Identificados:
Durante as sessões de uso, participantes expressaram dificuldades específicas

relacionadas à compreensão do funcionamento interno do sistema. Os usuários ma-
nifestaram interesse em entender como o sistema chegava às sugestões específicas,
quais critérios pedagógicos estavam sendo considerados, e qual o raciocínio subja-
cente às recomendações apresentadas.

Estratégia Proposta: Tutorial Gamificado de Transparência
Com base na observação de que um tutorial gamificado poderia aumentar as

métricas de transparência, propõe-se o desenvolvimento de um módulo interativo de
explicabilidade denominado "Jornada do Agente Pedagógico". Este módulo permi-
tiria aos usuários acompanhar o processo de análise passo-a-passo através de uma
experiência gamificada.

Componentes do Tutorial Gamificado:
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1. Demonstração Interativa: Apresentação visual do processo de tomada de
decisão dos agentes, onde usuários podem "coletar"insights pedagógicos con-
forme exploram o raciocínio do sistema.

2. Exercícios Práticos: Cenários onde usuários acompanham o design de um
jogo educacional e são desafiados a prever as próximas sugestões dos agentes,
recebendo feedback sobre sua compreensão do processo.

3. Sistema de Conquistas: Reconhecimento progressivo da expertise adqui-
rida, com níveis como "Explorador de IA"e "Especialista em Transparência".

Dashboard de Explicabilidade em Tempo Real:
Implementação de um painel que revela automaticamente o processo de tomada

de decisão dos agentes durante o uso normal do sistema. Este painel mostraria:
• Análise de Input: Identificação e destaque dos conceitos-chave detectados

nas ideias do usuário
• Busca por Padrões: Explicação de como o sistema utiliza conhecimento de

jogos educacionais similares
• Aplicação de Princípios: Demonstração de como frameworks pedagógicos

como a Taxonomia de Bloom informam as sugestões
• Personalização: Clarificação de como características do público-alvo influ-

enciam as recomendações
Métricas de Sucesso Esperadas:
• Aumento de 1.2 pontos na média de Transparência Algorítmica
• Redução de 40% nas dúvidas sobre funcionamento do sistema
• Aumento de 25% na confiança nas sugestões dos agentes

Suporte à Implementação: Lacunas e Propostas de Melhoria

O Suporte à Implementação obteve a menor média dentro do modelo ADDIE (M
= 5.76), indicando dificuldades na transição do design conceitual para aplicação
prática. Esta limitação representa uma barreira significativa para a adoção real dos
jogos educacionais desenvolvidos.

Análise das Limitações Identificadas:
O feedback dos participantes revelou uma lacuna crítica entre o design conceitual

assistido pelo sistema e a capacidade prática de implementar os jogos educacionais
propostos. Usuários relataram sentir-se perdidos sobre como transformar as ideias
desenvolvidas em jogos funcionais, demonstrando necessidade de orientação sobre
tecnologias, ferramentas de desenvolvimento e próximos passos práticos.

Estratégia de Melhoria 1: Módulo de Roadmap de Implementação
Desenvolvimento de um módulo que gera automaticamente um plano de imple-

mentação personalizado baseado no perfil do usuário, recursos disponíveis e comple-
xidade do jogo projetado. Este módulo incluiria:
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• Análise de Viabilidade: Avaliação das habilidades técnicas do usuário e
recursos disponíveis

• Fases de Desenvolvimento: Estruturação do processo em etapas manejáveis
com durações realistas

• Recomendação de Ferramentas: Sugestão de tecnologias apropriadas para
cada fase e nível de expertise

• Marcos Verificáveis: Definição de objetivos intermediários para acompa-
nhamento do progresso

• Recursos de Apoio: Indicação de tutoriais, comunidades e materiais de
suporte específicos

Estratégia de Melhoria 2: Integração com Ferramentas de Prototipa-
gem

Estabelecimento de conexões diretas entre o sistema e plataformas populares de
desenvolvimento de jogos educacionais. Esta integração permitiria:

• Exportação Estruturada: Conversão automática dos elementos do Endo-
GDC para formatos compatíveis com ferramentas como Scratch, Unity, ou
Construct

• Templates Pré-configurados: Geração de projetos iniciais baseados no de-
sign desenvolvido

• Documentação Técnica: Criação automática de especificações técnicas para
orientar o desenvolvimento

Estratégia de Melhoria 3: Assistente de Implementação Passo-a-Passo
Desenvolvimento de um assistente virtual especializado que acompanha o usuário

durante todo o processo de implementação. Este assistente ofereceria:
• Avaliação Contínua: Monitoramento do progresso e identificação de obstá-

culos
• Suporte Contextual: Orientação específica baseada no estágio atual de de-

senvolvimento
• Conexão com Comunidade: Facilitação de contato com mentores, parceiros

técnicos ou colaboradores
• Adaptação Dinâmica: Ajuste do plano de implementação baseado no pro-

gresso real e feedback do usuário
Métricas de Sucesso Esperadas:
• Aumento de 1.5 pontos na média de Suporte à Implementação
• 60% dos usuários completam pelo menos um protótipo funcional
• Redução de 50% no tempo médio entre design e primeira implementação

128



5.9.2 Melhorias Adicionais Baseadas em Feedback Qualita-
tivo

Aprimoramento da Facilidade de Uso (M = 5.84)

Embora tenha obtido pontuação satisfatória, a Facilidade de Uso apresenta potencial
de melhoria, especialmente considerando que 23% dos participantes avaliaram abaixo
de 6.0.

Estratégia de Melhoria: Onboarding Interativo Personalizado
Implementação de um processo de onboarding que familiariza usuários com a

interface através de exercícios práticos adaptados ao seu nível de experiência. O
sistema incluiria:

• Avaliação Inicial: Determinação do nível de familiaridade com design edu-
cacional e tecnologias digitais

• Jornadas Personalizadas: Três trilhas distintas (iniciante, intermediário,
avançado) com duração e profundidade adequadas

• Projeto Guiado: Criação de um jogo educacional simples com assistência
contextual progressivamente reduzida

• Exploração Assistida: Uso do sistema completo com suporte adaptativo
disponível quando necessário

Características do Onboarding por Nível:
• Usuários Novatos: Foco em conceitos fundamentais, navegação básica e

exemplos muito simples com suporte máximo
• Usuários Intermediários: Enfase em funcionalidades avançadas com exem-

plos contextualizados e suporte moderado
• Usuários Experientes: Apresentação rápida de recursos específicos, atalhos

e exemplos complexos com suporte mínimo

Fortalecimento da Confiança Algorítmica (M = 5.81)

A Confiança Algorítmica pode ser aprimorada através de maior transparência sobre
a fonte e validação das sugestões apresentadas pelo sistema.

Estratégia de Melhoria: Sistema de Credibilidade das Sugestões
Implementação de indicadores de credibilidade que contextualizam a origem e

fundamentação das sugestões oferecidas pelos agentes:
• Fonte Pedagógica: Identificação clara dos princípios educacionais que fun-

damentam cada sugestão
• Evidência Empírica: Referências a estudos ou práticas validadas que su-

portam as recomendações
• Casos de Sucesso: Exemplos de implementações similares bem-sucedidas
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em contextos comparáveis
• Nível de Consenso: Indicação da convergência entre diferentes agentes es-

pecialistas sobre uma recomendação
Sistema de Feedback Bidirecional:
Implementação de mecanismos que permitem aos usuários:
• Avaliar Sugestões: Classificação da utilidade e relevância das recomendações

recebidas
• Reportar Problemas: Identificação de sugestões inadequadas ou inconsis-

tentes
• Sugerir Melhorias: Proposição de refinamentos baseados na experiência

prática
• Compartilhar Resultados: Relato dos resultados obtidos com a implemen-

tação das sugestões

5.9.3 Estratégias de Implementação das Melhorias

Priorização Baseada em Impacto

A implementação das melhorias propostas deve seguir uma ordem de prioridade
baseada no impacto potencial e viabilidade técnica:

Prioridade Alta (3-6 meses):
1. Tutorial gamificado de transparência
2. Dashboard de explicabilidade em tempo real
3. Onboarding interativo personalizado
Prioridade Média (6-12 meses):
1. Módulo de roadmap de implementação
2. Sistema de credibilidade das sugestões
3. Assistente de implementação passo-a-passo
Prioridade Baixa (12-18 meses):
1. Integração com ferramentas de prototipagem
2. Sistema de feedback bidirecional avançado
3. Plataforma de compartilhamento de implementações

Metodologia de Validação das Melhorias

Para cada melhoria implementada, propõe-se a aplicação de uma metodologia rigo-
rosa de validação:

• Testes A/B: Comparação entre versões com e sem as melhorias implemen-
tadas

• Estudos de Usabilidade: Observação direta do uso do sistema por novos
usuários
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• Análise de Métricas: Monitoramento contínuo das métricas de aceitação e
eficácia

• Feedback Qualitativo: Coleta sistemática de percepções e sugestões dos
usuários

5.9.4 Contribuições para o Campo

As estratégias de melhoria propostas contribuem para o campo de sistemas educa-
cionais baseados em IA através de:

1. Framework de Explicabilidade Educacional: Abordagem específica para
transparência em sistemas de IA pedagógicos

2. Metodologia de Suporte à Implementação: Estratégias para reduzir a
lacuna entre design e aplicação prática

3. Métricas de Avaliação Refinadas: Indicadores específicos para sistemas
multiagentes educacionais

4. Princípios de Onboarding Adaptativo: Diretrizes para personalização de
experiências de aprendizagem de sistemas

A implementação sistêmica dessas melhorias promete elevar significativamente
a eficácia e aceitação do sistema, contribuindo para uma adoção mais ampla de
tecnologias de IA no design de jogos educacionais. As estratégias propostas são
transferíveis para outros sistemas educacionais baseados em LLMs, oferecendo valor
para a comunidade de pesquisa mais ampla.
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Capítulo 6

Conclusão

Este capítulo apresenta as conclusões da pesquisa, sintetizando as contribuições
teóricas e práticas do sistema desenvolvido, limitações identificadas, implicações
para o campo de jogos educacionais, e direcionamentos para trabalhos futuros na
aplicação de sistemas multiagentes baseados em LLMs na educação.

Esta pesquisa apresentou o desenvolvimento e validação de um sistema multia-
gente baseado em LLMs para otimização do processo de design de jogos educacionais
endógenos. Através da metodologia Design Science Research, foi construído um ar-
tefato tecnológico que integra quatro módulos funcionais especializados: Brainstor-
ming, Agente Socrático, Endo-GDC e Taxonomia de Bloom. A validação empírica
através de 26 estudos de caso em diferentes contextos educacionais demonstrou a
eficácia da abordagem proposta. Os resultados quantitativos, avaliados através dos
frameworks TAM, TTF, AX e ADDIE, indicaram alta aceitação tecnológica (uti-
lidade percebida: M=6.23), adequação satisfatória entre tarefa e tecnologia (TTF:
M=5.95), experiência algorítmica positiva (satisfação geral: M=5.80) e efetividade
processual no design instrucional (satisfação geral do processo: M=5.89). Os estu-
dos de caso revelaram a versatilidade do sistema em domínios diversos, desde ensino
fundamental até formação corporativa, abrangendo áreas como matemática, ciên-
cias, idiomas, empreendedorismo e habilidades socioemocionais. A capacidade do
sistema de gerar sugestões contextualmente relevantes e pedagogicamente fundamen-
tadas foi consistentemente evidenciada através dos diferentes cenários de aplicação.
A integração entre agentes especializados demonstrou ser uma estratégia eficaz para
abordar a complexidade inerente ao design de jogos educacionais. O Agente Coorde-
nador mostrou-se eficiente em orquestrar as contribuições dos agentes especialistas,
mantendo coerência global sem comprometer a especialização individual. O Método
Socrático implementado revelou-se valioso para promover reflexão crítica sobre as
ideias geradas, enquanto o módulo de Taxonomia de Bloom assegurou alinhamento
pedagógico apropriado. As limitações identificadas incluem dependência de APIs
externas de LLM, necessidade de melhorias na transparência algorítmica e suporte
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aprimorado para a fase de implementação dos jogos. Entretanto, essas limitações
não comprometem a viabilidade da abordagem proposta nem suas contribuições fun-
damentais para o campo. Esta pesquisa, do ponto de vista teórico, estabelece uma
ponte entre sistemas multiagentes e design educacional, propondo uma arquitetura
replicável que pode ser adaptada para outros contextos de design instrucional. Do
ponto de vista prático, oferece uma ferramenta concreta que pode reduzir signi-
ficativamente o tempo e complexidade do desenvolvimento de jogos educacionais,
democratizando o acesso a esta modalidade de recurso pedagógico.

As implicações para pesquisas futuras incluem a exploração de arquiteturas mul-
tiagentes mais sofisticadas, integração com ferramentas de prototipagem rápida, de-
senvolvimento de métricas específicas para avaliação de jogos educacionais endóge-
nos, e investigação de estratégias para personalização adaptativa baseada em perfis
individuais de aprendizagem.

A crescente integração de IA na educação demanda abordagens sistemáticas e
teoricamente fundamentadas. Esta pesquisa demonstra que é possível aproveitar
o potencial dos LLMs mantendo rigor pedagógico e científico, contribuindo para
um futuro onde a tecnologia efetivamente amplifica a capacidade humana de criar
experiências educacionais significativas e envolventes.
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Apêndice A

Estudos de Caso Detalhados

Este apêndice apresenta os 26 estudos de caso realizados para validação do sistema
multiagente proposto. Cada estudo de caso documenta o processo completo de
design de um jogo educacional, desde a fase de brainstorming até a classificação de
objetivos educacionais segundo a Taxonomia de Bloom.

A.1 Estudo de Caso 1: Ensino de Matemática no
Ensino Fundamental

A.1.1 Design de Jogo para Ensino de Matemática no Ensino
Fundamental

Este estudo de caso ilustra a aplicação do sistema para o design de um jogo educa-
cional voltado para o ensino de operações matemáticas básicas.

Fase de Brainstorming: Durante a sessão de brainstorming, o usuário (um pro-
fessor de matemática) inseriu as seguintes ideias iniciais (4 inputs):

• Jogo sobre operações básicas de matemática
• Foco em adição e subtração para crianças de 8-10 anos
• Ambiente lúdico com personagens animados
• Sistema de recompensas para motivar os alunos
O sistema, através do serviço GroqService, analisou estas ideias e sugeriu con-

ceitos complementares (4 sugestões):
• Narrativa de exploradores matemáticos em uma ilha misteriosa
• Desafios contextualizados em problemas do cotidiano
• Progressão de dificuldade adaptativa baseada no desempenho
• Elementos cooperativos para incentivar trabalho em equipe
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Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas padronizadas:

• “Como vai ser esse jogo? Qual será o gênero do jogo? Quem serão os perso-
nagens? Para que tipo de plataforma será lançado? Será um jogo apenas de
texto, ou haverá um trabalho de arte envolvido?”

• “Como o jogo garantirá que os conceitos educacionais sejam incorporados de
forma endógena e não apenas como uma camada superficial?”

• “De que forma o sistema de recompensas se alinha com os objetivos pedagó-
gicos?”

• “Como o jogo lidará com diferentes ritmos de aprendizagem e níveis de conhe-
cimento prévio?”

• “Quais mecanismos garantirão que o aspecto lúdico não ofusque o conteúdo
educacional?”

As respostas do usuário a estas questões foram analisadas e refinadas, gerando
insights como:

• Incorporar operações matemáticas como mecânicas centrais para avançar na
narrativa

• Utilizar recompensas que reforcem conceitos matemáticos e promovam curio-
sidade

• Implementar sistema de dificuldade dinâmica que se ajusta discretamente ao
desempenho

• Equilibrar desafios matemáticos com elementos narrativos e exploratórios

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas para cada seção:

• Agente de Mecânicas: Sugeriu um sistema de combinação de elementos
através de operações matemáticas, onde a soma ou subtração de elementos
gera novos itens no jogo.

• Agente de Narrativa: Desenvolveu uma narrativa sobre uma ilha onde os
números e operações têm efeitos mágicos no ambiente, e os jogadores devem
utilizar este conhecimento para ajudar os habitantes locais.

• Agente de Engajamento: Propôs um sistema de colecionáveis e conquistas
vinculadas a marcos de aprendizagem, com desafios diários para manter o
interesse.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais alinhados com a Taxonomia de Bloom:

• Lembrar: Reconhecer e reproduzir os algoritmos básicos de adição e subtra-
ção.
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• Entender: Explicar o processo de reagrupamento (vai-um) na adição e o
empréstimo na subtração.

• Aplicar: Utilizar operações de adição e subtração para resolver problemas
contextualizados na narrativa do jogo.

• Analisar: Decompor problemas matemáticos complexos em etapas mais sim-
ples e identificar a operação apropriada.

• Avaliar: Verificar a razoabilidade de respostas e detectar erros em cálculos.
• Criar: Desenvolver estratégias eficientes para resolver problemas matemáticos

em contextos variados.

Figura A.1: Endo-GDC do jogo “Ilha dos Números”

Resultado Final - Endo-GDC do Jogo “Ilha dos Números”: O Endo-GDC
do jogo “Ilha dos Números” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema onde operações matemáticas funcionam
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como ações que transformam o ambiente do jogo, com números e operações
permitindo a criação de ferramentas, superação de obstáculos e resolução de
quebra-cabeças ambientais.

• Narrativa Integrada: História sobre uma ilha mágica onde os habitantes
usam matemática para controlar elementos da natureza, com missões que re-
querem aplicação progressiva de conceitos matemáticos.

• Elementos de Engajamento: Sistema de progressão baseado em conquis-
tas matemáticas, com recompensas que ampliam as habilidades do jogador e
desbloqueiam novas áreas da ilha para exploração.

• Avaliação Incorporada: Mecanismos de feedback que mostram visualmente
o resultado de operações matemáticas no ambiente, permitindo auto-correção
e aprendizado por experimentação.

A.2 Estudo de Caso 2: Ensino de Ciências no En-
sino Médio

A.2.1 Design de Jogo para Ensino de Ciências no Ensino
Médio

Este estudo de caso demonstra a aplicação do sistema para o design de um jogo que
ensina conceitos de ecologia e sustentabilidade.

Fase de Brainstorming: Um designer educacional inseriu as seguintes ideias
iniciais (6 inputs):

• Simulação de um ecossistema
• Foco em cadeias alimentares e equilíbrio ecológico
• Público-alvo: estudantes de 14-17 anos
• Formato de simulação com elementos de estratégia
• Interface que permite visualização de dados científicos
• Componente multijogador para simular cooperação e competição por recursos
O sistema sugeriu os seguintes conceitos complementares (5 sugestões):
• Conexão entre decisões locais e impactos globais
• Eventos aleatórios como desastres naturais e intervenções humanas
• Escala temporal que permite observar mudanças a longo prazo
• Múltiplas perspectivas: cientistas, políticos, cidadãos, empresas
• Sistema de pesquisa científica para desbloquear tecnologias sustentáveis

Fase de Método Socrático: O Agente Socrático aplicou as mesmas questões
reflexivas padronizadas:
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• “Como vai ser esse jogo? Qual será o gênero do jogo? Quem serão os perso-
nagens? Para que tipo de plataforma será lançado? Será um jogo apenas de
texto, ou haverá um trabalho de arte envolvido?”

• “Como o jogo garantirá que os conceitos educacionais sejam incorporados de
forma endógena e não apenas como uma camada superficial?”

• “De que forma o sistema de recompensas se alinha com os objetivos pedagó-
gicos?”

• “Como o jogo lidará com diferentes ritmos de aprendizagem e níveis de conhe-
cimento prévio?”

• “Quais mecanismos garantirão que o aspecto lúdico não ofusque o conteúdo
educacional?”

As respostas levaram a insights como:
• Incorporar modelos científicos reais em versões simplificadas mas fiéis
• Utilizar narrativas pessoais e conexões emocionais para complementar dados

científicos
• Incorporar elementos probabilísticos e sistemas de feedback complexos
• Incluir cenários baseados em problemas reais da comunidade local dos estu-

dantes
• Implementar sistema de consequências não-lineares para demonstrar interde-

pendência ecológica

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas para cada seção:

• Agente de Mecânicas: Propôs um sistema de simulação baseado em ci-
clos naturais, onde as ações dos jogadores influenciam múltiplas variáveis do
ecossistema com efeitos em cascata ao longo do tempo.

• Agente de Narrativa: Desenvolveu uma narrativa que acompanha o desen-
volvimento de uma região ao longo de décadas, mostrando as consequências
de longo prazo das decisões ambientais.

• Agente de Engajamento: Sugeriu um sistema de "reputação científica"que
evolui conforme os jogadores tomam decisões baseadas em evidências e man-
têm a sustentabilidade.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar componentes essenciais de um ecossistema e suas inte-
rações básicas.

• Entender: Explicar como energia e matéria fluem através das cadeias alimen-
tares e ciclos biogeoquímicos.
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• Aplicar: Implementar estratégias de conservação em diferentes cenários eco-
lógicos.

• Analisar: Prever potenciais efeitos de perturbações em um ecossistema atra-
vés da análise de dados.

• Avaliar: Julgar a sustentabilidade de diferentes abordagens de gestão ambi-
ental com base em evidências.

• Criar: Desenvolver soluções inovadoras para desafios ambientais que equili-
brem necessidades humanas e ecológicas.

Figura A.2: Endo-GDC do jogo “EcoSphere”

Resultado Final - Endo-GDC do Jogo “EcoSphere”: O Endo-GDC do jogo
“EcoSphere” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de simulação ecológica onde cada ação afeta
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múltiplas variáveis ambientais, representadas visualmente através de gráficos
e mudanças no ecossistema virtual.

• Narrativa Integrada: História que evolui ao longo de gerações, mostrando
como decisões anteriores criam o contexto para desafios futuros, com persona-
gens que representam diferentes perspectivas sobre sustentabilidade.

• Elementos de Engajamento: Sistema de reconhecimento científico e social
que valoriza tanto a experimentação metodológica quanto os resultados de
longo prazo na saúde do ecossistema.

• Avaliação Incorporada: Ferramentas de análise científica que permitem
aos jogadores formular hipóteses, coletar dados e avaliar o impacto de suas
intervenções no ecossistema.

A.3 Estudo de Caso 3: Ensino de Idiomas para
Adultos

A.3.1 Design de Jogo para Ensino de Idiomas para Adultos

Este caso demonstra a aplicação do sistema para o design de um jogo voltado ao
aprendizado de línguas estrangeiras.

Fase de Brainstorming: Um professor especializado em ensino de idiomas inseriu
as seguintes ideias iniciais (3 inputs):

• Jogo para aprendizado de vocabulário e construção de frases
• Foco em situações práticas do cotidiano profissional
• Integração entre compreensão auditiva e expressão oral
O sistema sugeriu os seguintes conceitos complementares (7 sugestões):
• Ambiente de simulação social com personagens não-jogáveis interativos
• Sistema de reconhecimento de pronúncia com feedback instantâneo
• Progressão baseada em níveis de fluência mensuráveis
• Modo de viagem virtual a países onde o idioma é falado
• Integração com conteúdo de mídia autêntico (notícias, filmes, música)
• Customização de contextos profissionais específicos
• Sistema de revisão espaçada para reforço de vocabulário

Fase de Método Socrático: O Agente Socrático aplicou as mesmas questões
reflexivas padronizadas:

• “Como vai ser esse jogo? Qual será o gênero do jogo? Quem serão os perso-
nagens? Para que tipo de plataforma será lançado? Será um jogo apenas de
texto, ou haverá um trabalho de arte envolvido?”
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• “Como o jogo garantirá que os conceitos educacionais sejam incorporados de
forma endógena e não apenas como uma camada superficial?”

• “De que forma o sistema de recompensas se alinha com os objetivos pedagó-
gicos?”

• “Como o jogo lidará com diferentes ritmos de aprendizagem e níveis de conhe-
cimento prévio?”

• “Quais mecanismos garantirão que o aspecto lúdico não ofusque o conteúdo
educacional?”

As respostas geraram os seguintes insights:
• Desenvolver um RPG conversacional onde todo avanço depende da comunica-

ção no idioma-alvo
• Criar situações que exijam uso autêntico da língua para resolução de problemas
• Implementar um sistema adaptativo que ajusta o vocabulário e complexidade

gramatical
• Incorporar análise linguística em tempo real para feedback personalizado

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Desenvolveu um sistema onde o diálogo é a mecânica
central, com reconhecimento de fala e técnicas de processamento de linguagem
natural para avaliar respostas dos jogadores.

• Agente de Narrativa: Criou uma narrativa sobre um profissional recém-
chegado a um país estrangeiro, enfrentando desafios cotidianos e profissionais
que requerem comunicação efetiva.

• Agente de Engajamento: Propôs um sistema de networking social dentro
do jogo, onde conexões com personagens não-jogáveis desbloqueiam oportuni-
dades e recursos.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Reconhecer e reproduzir vocabulário e estruturas gramaticais em
contextos relevantes.

• Entender: Interpretar comunicações no idioma-alvo e responder apropriada-
mente.

• Aplicar: Utilizar o idioma para resolver problemas cotidianos e profissionais.
• Analisar: Distinguir nuances de significado e intenção em diferentes contextos

comunicativos.
• Avaliar: Julgar a eficácia de diferentes estratégias comunicativas em diversos

contextos.
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• Criar: Produzir comunicações originais adaptadas a objetivos específicos e
audiências diversas.

Figura A.3: Endo-GDC do jogo “LinguaViva”

Resultado Final - Endo-GDC do Jogo “LinguaViva”: O Endo-GDC do jogo
“LinguaViva” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de diálogo interativo onde a capacidade de
comunicação determina diretamente o progresso, com uso de processamento de
linguagem natural para avaliar não apenas correção gramatical mas também
adequação contextual.

• Narrativa Integrada: Simulação de carreira internacional onde as habili-
dades linguísticas afetam opções de trabalho, relacionamentos profissionais e
oportunidades de crescimento.

• Elementos de Engajamento: Sistema de reputação e redes de contato que
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evolui conforme o jogador demonstra proficiência comunicativa em diferentes
contextos sociais e profissionais.

• Avaliação Incorporada: Feedback linguístico contextualizado que não in-
terrompe a experiência, apresentado como reações naturais dos interlocutores
e consequências práticas da comunicação.

A.4 Estudo de Caso 4: Formação em Liderança e
Gestão

A.4.1 Design de Jogo para Formação Corporativa

Este estudo de caso ilustra a aplicação do sistema para o contexto de treinamento
corporativo.

Fase de Brainstorming: Um especialista em treinamento corporativo inseriu
apenas uma ideia inicial (1 input):

• Simulação de gestão de equipes em ambiente de trabalho híbrido
O sistema, demonstrando capacidade de expansão a partir de inputs mínimos,

gerou as seguintes sugestões (8 sugestões):
• Foco em comunicação eficiente e resolução de conflitos
• Cenários baseados em situações reais de trabalho remoto e presencial
• Sistema de feedback multidimensional (técnico, emocional, organizacional)
• Personagens com diferentes perfis comportamentais e profissionais
• Métricas balanceadas entre bem-estar da equipe e produtividade
• Eventos imprevistos que exigem adaptação rápida de estratégias
• Múltiplos caminhos de resolução baseados em diferentes estilos de liderança
• Componente de reflexão pós-ação para análise de decisões tomadas

Fase de Método Socrático: O Agente Socrático aplicou as questões reflexivas
padronizadas:

• “Como vai ser esse jogo? Qual será o gênero do jogo? Quem serão os perso-
nagens? Para que tipo de plataforma será lançado? Será um jogo apenas de
texto, ou haverá um trabalho de arte envolvido?”

• “Como o jogo garantirá que os conceitos educacionais sejam incorporados de
forma endógena e não apenas como uma camada superficial?”

• “De que forma o sistema de recompensas se alinha com os objetivos pedagó-
gicos?”

• “Como o jogo lidará com diferentes ritmos de aprendizagem e níveis de conhe-
cimento prévio?”
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• “Quais mecanismos garantirão que o aspecto lúdico não ofusque o conteúdo
educacional?”

As respostas geraram os seguintes insights:
• Criação de uma simulação com elementos visuais profissionais e interface de

gerenciamento
• Implementação de um sistema onde teoria e prática de liderança são insepa-

ráveis
• Desenvolvimento de métricas complexas que refletem a multidimensionalidade

da liderança efetiva
• Incorporação de um sistema de mentoria in-game para orientação contextual

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de "rodadas de comunicação"com
limitações de tempo e canais, simulando os desafios de equipes distribuídas
geograficamente.

• Agente de Narrativa: Desenvolveu um cenário de uma empresa fictícia
enfrentando transformação digital e transição para modelo de trabalho híbrido.

• Agente de Engajamento: Sugeriu um sistema de métricas de desempenho
multidimensional que avalia não apenas resultados, mas também processos e
impactos nas pessoas.

Fase de Taxonomia de Bloom: O sistema adaptou a Taxonomia de Bloom para
o contexto corporativo:

• Lembrar: Identificar princípios fundamentais de liderança e gestão de equipes
híbridas.

• Entender: Reconhecer padrões de comportamento organizacional e dinâmicas
de equipe.

• Aplicar: Implementar técnicas específicas de comunicação e gestão em cená-
rios diversos.

• Analisar: Interpretar dados de desempenho e feedback para identificar causas
raiz de problemas.

• Avaliar: Julgar a eficácia de diferentes abordagens de liderança em contextos
específicos.

• Criar: Desenvolver estratégias personalizadas para motivar equipes diversas
e alcançar objetivos organizacionais.

Resultado Final - Endo-GDC do Jogo “LeadSync”: O Endo-GDC do jogo
“LeadSync” integra os seguintes elementos principais:
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Figura A.4: Endo-GDC do jogo “LeadSync”

• Mecânicas Endógenas: Sistema de simulação organizacional onde práticas
de liderança impactam diretamente o desempenho, engajamento e desenvolvi-
mento da equipe, com métricas interdependentes que refletem a complexidade
de ambientes de trabalho reais.

• Narrativa Integrada: Cenário organizacional dinâmico que evolui em res-
posta às decisões de liderança, com personagens que demonstram comporta-
mentos realistas e adaptáveis.

• Elementos de Engajamento: Sistema de "reputação de liderança"multifa-
cetado que reflete diferentes dimensões da eficácia gerencial e se manifesta
através das interações e desempenho da equipe.

• Avaliação Incorporada: Dashboards de análise organizacional que permi-
tem reflexão sobre causas e efeitos das decisões tomadas, com feedback apre-

176



sentado como resultados naturais no ambiente de trabalho simulado.

A.5 Estudo de Caso 5: Ensino de História no En-
sino Médio

A.5.1 Design de Jogo para Ensino de História no Ensino
Médio

Este estudo de caso demonstra a aplicação do sistema para o design de um jogo
educacional sobre eventos históricos para estudantes do Ensino Médio.

Fase de Brainstorming: Um professor de história inseriu apenas duas ideias
iniciais (2 inputs):

• Jogo sobre a Revolução Industrial e suas consequências
• Foco em mudanças sociais, econômicas e tecnológicas
O sistema, através do serviço GroqService, analisou estas ideias e sugeriu diversos

conceitos complementares (7 sugestões):
• Simulação de desenvolvimento urbano durante a industrialização
• Narrativa que acompanha uma família através de gerações
• Sistema de causa e efeito mostrando impactos de decisões políticas
• Representação de diferentes classes sociais e suas perspectivas
• Elementos de investigação histórica usando fontes primárias
• Conexões entre eventos históricos e questões contemporâneas
• Dilemas éticos baseados em situações históricas reais

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como o jogo poderá representar diferentes perspectivas históricas sem privi-
legiar um único ponto de vista?”

• “De que forma o jogo equilibrará a simplificação necessária para a jogabilidade
com a complexidade histórica real?”

• “Como serão abordadas questões sensíveis como exploração trabalhista e co-
lonialismo?”

As respostas geraram os seguintes insights:
• Implementar um sistema de múltiplas perspectivas onde os jogadores viven-

ciam os mesmos eventos através de diferentes personagens
• Utilizar níveis de profundidade que permitam exploração adicional para estu-

dantes interessados
• Incorporar fontes históricas reais como elementos de descoberta no jogo
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Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de tomada de decisões com
ramificações que mostram consequências a curto e longo prazo, inspirado em
jogos de estratégia e simulação social.

• Agente de Narrativa: Desenvolveu uma estrutura narrativa centrada em
uma cidade industrial fictícia com personagens representando diferentes estra-
tos sociais, incluindo trabalhadores, empresários e reformistas.

• Agente de Engajamento: Sugeriu um sistema de descobertas baseado em
investigação histórica, onde os jogadores coletam e analisam documentos, ima-
gens e relatos da época.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar os principais eventos, invenções e figuras da Revolução
Industrial.

• Entender: Explicar as relações causais entre industrialização e transforma-
ções sociais.

• Aplicar: Relacionar processos históricos a contextos atuais de desenvolvi-
mento tecnológico e desigualdade.

• Analisar: Examinar fontes históricas e extrair informações relevantes sobre
diferentes perspectivas.

• Avaliar: Julgar decisões históricas considerando o contexto da época e suas
consequências.

• Criar: Desenvolver cenários alternativos baseados em diferentes escolhas po-
líticas e sociais.

Resultado Final - Endo-GDC do Jogo “Tempos de Mudança”: O Endo-
GDC do jogo “Tempos de Mudança” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de simulação histórica com tomada de de-
cisões que afetam o desenvolvimento urbano, condições sociais e inovações
tecnológicas ao longo de gerações.

• Narrativa Integrada: História centrada em uma cidade industrial em trans-
formação, com múltiplos personagens jogáveis representando diferentes classes
sociais e ideologias da época.

• Elementos de Engajamento: Sistema de descoberta de artefatos históricos
e documentos que revelam novas perspectivas e desbloqueiam opções adicio-
nais, incentivando a exploração aprofundada.

• Avaliação Incorporada: Mecanismos de feedback visual e narrativo que
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Figura A.5: Endo-GDC do jogo “Tempos de Mudança”

mostram consequências de decisões histórica e permitem reflexão sobre pro-
cessos de causa e efeito em contextos sociais complexos.

A.6 Estudo de Caso 6: Ensino de Teoria Musical

A.6.1 Design de Jogo para Ensino de Teoria Musical para
Iniciantes

Este estudo de caso ilustra a aplicação do sistema para o design de um jogo educa-
cional voltado para o ensino de teoria musical básica.
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Fase de Brainstorming: Durante a sessão de brainstorming, o usuário (um pro-
fessor de música) inseriu as seguintes ideias iniciais (7 inputs):

• Jogo para ensino de notação musical
• Foco em reconhecimento de notas e intervalos
• Progressão desde conceitos básicos até formação de acordes
• Integração com instrumentos reais via MIDI
• Feedback auditivo imediato
• Elemento de composição criativa
• Abordagem inclusiva para diferentes estilos musicais
O sistema analisou estas ideias e sugeriu apenas dois conceitos complementares

(2 sugestões):
• Narrativa em que o jogador é um aprendiz de um maestro buscando criar uma

obra-prima
• Sistema de desafios colaborativos onde jogadores combinam suas criações

Fase de Método Socrático: O Agente Socrático aplicou um conjunto extenso
de questões reflexivas (6 questões):

• “Como o jogo equilibrará o rigor técnico da teoria musical com a experiência
lúdica?”

• “De que forma o jogo acomodará diferentes estilos de aprendizagem musical
(visual, auditivo, cinestésico)?”

• “Como o feedback será estruturado para ser informativo sem ser desencoraja-
dor?”

• “Qual será a abordagem para integrar a criatividade musical com o aprendi-
zado teórico?”

• “Como o jogo lidará com diferentes níveis de experiência musical prévia?”
• “De que forma a progressão de dificuldade será implementada para manter o

engajamento?”
As respostas geraram os seguintes insights:
• Utilizar visualizações dinâmicas que conectam notação, som e posicionamento

nos instrumentos
• Implementar um sistema de adaptação que ajusta desafios baseado no desem-

penho e estilo de aprendizagem
• Criar um ambiente de experimentação seguro onde erros são parte do processo

criativo
• Desenvolver um sistema de composição guiada que gradualmente remove res-

trições
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Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de "blocos musicais"que per-
mite construção visual de composições, com feedback auditivo instantâneo e
visualização de padrões teóricos.

• Agente de Narrativa: Desenvolveu uma história sobre um músico viajante
que aprende diferentes estilos e tradições musicais ao redor do mundo, conec-
tando teoria musical a contextos culturais.

• Agente de Engajamento: Sugeriu um sistema de desafios de improvisação
com restrições progressivamente mais complexas, e um componente social para
compartilhamento de criações.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar notas, intervalos, escalas e acordes básicos na notação
musical.

• Entender: Explicar relações entre notas, formação de intervalos e construção
de acordes.

• Aplicar: Utilizar conhecimentos teóricos para criar melodias e progressões
harmônicas simples.

• Analisar: Decompor peças musicais para identificar estruturas e padrões teó-
ricos.

• Avaliar: Julgar composições com base em princípios teóricos e expressividade
musical.

• Criar: Desenvolver composições originais aplicando conceitos teóricos em con-
textos criativos.

Resultado Final - Endo-GDC do Jogo “Harmonix”: O Endo-GDC do jogo
“Harmonix” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema interativo que conecta notação musical,
reprodução sonora e visualizações, permitindo experimentação com feedback
multimodal imediato.

• Narrativa Integrada: Jornada de um músico explorando diferentes tradições
musicais, com personagens mentores representando diversos estilos e aborda-
gens teóricas.

• Elementos de Engajamento: Sistema de composição progressiva que intro-
duz novos elementos teóricos como ferramentas criativas, com oportunidades
de personalização e compartilhamento.

• Avaliação Incorporada: Feedback contextual fornecido através de reações
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Figura A.6: Endo-GDC do jogo “Harmonix”

de personagens, audiências virtuais e análise visual de padrões musicais, enfa-
tizando tanto a correção teórica quanto a expressividade.

A.7 Estudo de Caso 7: Ensino de Biologia Celular

A.7.1 Design de Jogo para Ensino de Biologia Celular no
Ensino Médio

Este caso demonstra a aplicação do sistema para o design de um jogo educacional
sobre biologia celular para estudantes do Ensino Médio.

Fase de Brainstorming: Um professor de biologia inseriu as seguintes ideias
iniciais (3 inputs):
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• Jogo sobre estrutura e funções celulares
• Visualização 3D de organelas e processos celulares
• Possibilidade de manipular componentes celulares
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(5 sugestões):
• Narrativa onde o jogador é um pesquisador em escala microscópica
• Simulação de diferentes tipos celulares (animal, vegetal, procarionte)
• Representação de processos dinâmicos como respiração celular e fotossíntese
• Progressão desde nível celular até sistemas de órgãos
• Cenários de solução de problemas como resposta a patógenos ou mutações

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como o jogo equilibrará precisão científica com simplificações necessárias
para jogabilidade?”

• “De que forma a escala microscópica e o tempo dos processos celulares serão
representados de maneira compreensível?”

• “Como as interações entre diferentes sistemas celulares serão demonstradas de
forma clara?”

• “Que mecanismos permitirão aos estudantes fazer conexões entre fenômenos
celulares e suas manifestações macroscópicas?”

As respostas do usuário geraram os seguintes insights:
• Utilizar camadas de complexidade que podem ser ativadas ou desativadas

conforme o nível de aprendizado
• Implementar controles de escala e tempo para visualizar processos em diferen-

tes níveis
• Criar visualizações que conectam eventos celulares a manifestações visíveis no

organismo
• Desenvolver um glossário científico interativo que esclarece termos e conceitos

durante o jogo

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de simulação celular interativa
onde os jogadores manipulam componentes celulares e observam resultados,
com foco em relações de causa e efeito entre organelas e processos.

• Agente de Narrativa: Desenvolveu uma narrativa em que o jogador é um
especialista em nanotecnologia que pode reduzir-se à escala celular para inves-
tigar e resolver problemas biológicos em diferentes organismos.
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• Agente de Engajamento: Sugeriu um sistema de desafios baseados em
casos reais de pesquisa biológica, com diferentes níveis de complexidade e um
componente de laboratório virtual para experimentação.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar estruturas celulares e suas funções básicas.
• Entender: Explicar como diferentes organelas contribuem para o funciona-

mento celular.
• Aplicar: Prever mudanças no funcionamento celular baseadas em alterações

de condições ou componentes.
• Analisar: Comparar e contrastar diferentes tipos de células e seus sistemas

especializados.
• Avaliar: Julgar a eficácia de respostas celulares a diferentes estímulos e ame-

aças.
• Criar: Projetar soluções para problemas celulares baseadas em princípios

biológicos.

Resultado Final - Endo-GDC do Jogo “CellQuest”: O Endo-GDC do jogo
“CellQuest” integra os seguintes elementos principais:

• Mecânicas Endógenas: Simulação interativa 3D que permite manipulação
de componentes celulares e visualização de processos em tempo real, com
mecanismos de causa e efeito que refletem relações biológicas reais.

• Narrativa Integrada: Missões científicas estruturadas como investigações
biológicas em diferentes tipos celulares e organismos, com crescente complexi-
dade e conexões entre níveis de organização biológica.

• Elementos de Engajamento: Sistema de descobertas progressivas que des-
bloqueiam novas ferramentas de investigação e cenários, com um componente
de laboratório virtual para experimentação livre.

• Avaliação Incorporada: Feedback através de resultados experimentais vi-
sualizáveis e métricas de saúde celular/organismos, permitindo aos estudantes
avaliar diretamente o impacto de suas intervenções.
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Figura A.7: Endo-GDC do jogo “CellQuest”

A.8 Estudo de Caso 8: Ensino de Programação
no Ensino Fundamental

A.8.1 Design de Jogo para Introdução à Programação para
Crianças

Este estudo de caso ilustra a aplicação do sistema para o design de um jogo intro-
dutório de programação para crianças de 8-12 anos.

Fase de Brainstorming: Um especialista em educação tecnológica inseriu um
único input inicial (1 input):

• Jogo para ensinar conceitos básicos de programação para crianças
O sistema, demonstrando sua capacidade de expansão a partir de inputs míni-

mos, analisou esta ideia e sugeriu um conjunto abrangente de conceitos complemen-
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tares (10 sugestões):
• Programação visual por blocos sem necessidade de digitação
• Personagem controlável através de comandos de programação
• Progressão desde comandos simples até loops e condicionais
• Ambientação em um mundo fantástico com desafios temáticos
• Sistema de feedback visual imediato para cada ação
• Modo de jogo colaborativo para resolução de problemas em grupo
• Possibilidade de personalização do personagem e ambiente
• Integração de conceitos matemáticos básicos
• Narrativa que incorpora conceitos computacionais como metáforas
• Modo de criação onde alunos podem criar e compartilhar desafios

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como o jogo pode tornar conceitos abstratos de programação acessíveis para
crianças?”

• “De que forma o jogo pode criar uma progressão natural que introduz conceitos
mais complexos sem frustrar os jogadores?”

• “Como o jogo pode encorajar pensamento criativo e múltiplas soluções em vez
de respostas ’corretas’ únicas?”

• “Que mecanismos ajudarão crianças a depurar e compreender erros como parte
natural do processo?”

• “Como o jogo pode demonstrar aplicações práticas da programação além do
contexto do jogo?”

As respostas geraram os seguintes insights:
• Utilizar metáforas visuais concretas para representar conceitos abstratos
• Implementar um sistema de progressão adaptativo com múltiplos caminhos de

aprendizado
• Criar desafios abertos com múltiplas soluções e sistema de recompensa para

eficiência e criatividade
• Desenvolver um assistente visual de depuração que torna o processo divertido

e informativo

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de programação visual baseado
em blocos coloridos que representam comandos, com feedback visual imediato
para cada linha de código e uma interface de execução passo-a-passo.

• Agente de Narrativa: Desenvolveu uma história sobre um mundo mágico
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onde os habitantes usam "encantamentos"(código) para resolver problemas e
criar novas possibilidades, com personagens representando diferentes paradig-
mas de programação.

• Agente de Engajamento: Sugeriu um sistema progressivo de desafios con-
textualizados em diferentes ambientes temáticos, com sistema de conquistas
para incentivar exploração, experimentação e otimização.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Reconhecer comandos básicos de programação e sua sintaxe visual.
• Entender: Explicar como diferentes comandos afetam o comportamento do

personagem e do ambiente.
• Aplicar: Utilizar sequências de comandos para resolver desafios específicos.
• Analisar: Decompor problemas complexos em etapas mais simples e identi-

ficar padrões repetitivos.
• Avaliar: Comparar diferentes soluções para o mesmo problema em termos de

eficiência e elegância.
• Criar: Desenvolver programas originais para criar animações, histórias inte-

rativas ou jogos simples.

Resultado Final - Endo-GDC do Jogo “CodeQuest”: O Endo-GDC do jogo
“CodeQuest” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de programação visual onde os blocos de
código são tanto ferramentas de resolução de problemas quanto mecanismos
de interação com o mundo, com execução visual que permite compreensão
intuitiva de conceitos computacionais.

• Narrativa Integrada: Aventura em um mundo onde a programação é uma
forma de magia que permite transformar o ambiente, com personagens que
guiam o aprendizado e missões que contextualizam conceitos computacionais.

• Elementos de Engajamento: Sistema de desafios progressivos complemen-
tado por um modo de criação livre, com mecanismos de compartilhamento e
colaboração para fomentar uma comunidade de aprendizado.

• Avaliação Incorporada: Feedback visual e interativo que demonstra o fun-
cionamento de cada linha de código, com um assistente de depuração que
transforma erros em oportunidades de aprendizado.
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Figura A.8: Endo-GDC do jogo “CodeQuest”

A.9 Estudo de Caso 9: Aprendizado de Língua
Estrangeira para Viajantes

A.9.1 Design de Jogo para Aprendizado de Idiomas em
Contexto de Viagem

Este estudo de caso demonstra a aplicação do sistema para o design de um jogo
educacional voltado para adultos que desejam aprender um idioma para fins de
viagem.

Fase de Brainstorming: Uma designer educacional inseriu as seguintes ideias
iniciais (5 inputs):

• Jogo sobre aprendizado de idiomas em contextos de viagem
• Foco em situações práticas como restaurantes, transporte e hospedagem
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• Progressão baseada em cenários de complexidade crescente
• Componente de reconhecimento e prática de pronúncia
• Adaptação a múltiplos idiomas-alvo
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(4 sugestões):
• Narrativa imersiva onde o jogador é um viajante em missões culturais
• Sistema de personagens nativos com personalidades distintas e sotaques dife-

rentes
• Elementos de gamificação baseados em "conquistas de viagem"
• Componente de realidade aumentada para prática em ambientes reais

Fase de Método Socrático: O Agente Socrático aplicou questões reflexivas di-
recionadas ao contexto:

• “Como o jogo pode equilibrar vocabulário prático imediato com estruturas
gramaticais necessárias para comunicação efetiva?”

• “De que forma o sistema pode adaptar-se a diferentes ritmos de aprendizado
e estilos de comunicação?”

• “Como será abordada a diversidade cultural além do idioma em si?”
• “Quais estratégias serão utilizadas para incentivar prática regular e retenção

a longo prazo?”
As respostas geraram os seguintes insights:
• Implementar um sistema de "construção de frases"que introduz gramática de

forma contextual e prática
• Utilizar um modelo adaptativo que ajusta a dificuldade com base no desem-

penho em diferentes habilidades linguísticas
• Incorporar elementos culturais como parte integrante das missões e interações
• Desenvolver um sistema de revisão espaçada gamificado através de "flashbacks

de viagem"

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de diálogos ramificados com
múltiplas opções de resposta e consequências, combinado com um modo de
simulação de conversação livre utilizando processamento de linguagem natural.

• Agente de Narrativa: Desenvolveu uma estrutura de "roteiro de viagem"per-
sonalizado onde o jogador embarca em uma jornada cultural com objetivos
específicos, conhecendo personagens locais e descobrindo locais emblemáticos.

• Agente de Engajamento: Sugeriu um sistema de "passaporte virtual"que
registra progresso, conquistas e memórias, complementado por desafios diários
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contextualizados e um componente social para prática com outros jogadores.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Reconhecer vocabulário essencial e expressões comuns em contex-
tos de viagem.

• Entender: Interpretar diálogos autênticos em situações típicas de viagem.
• Aplicar: Utilizar estruturas linguísticas aprendidas para comunicar necessi-

dades e desejos em novos contextos.
• Analisar: Distinguir nuances culturais e pragmáticas na comunicação além

do significado literal.
• Avaliar: Autoavaliar a própria comunicação e adaptar estratégias com base

no feedback.
• Criar: Produzir diálogos originais adequados para diversos contextos culturais

e situacionais.

Resultado Final - Endo-GDC do Jogo “Linguatrip”: O Endo-GDC do jogo
“Linguatrip” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de simulação de conversação onde o idioma
é simultaneamente o objeto de aprendizado e o mecanismo de interação com
o mundo, com consequências narrativas baseadas na eficácia comunicativa.

• Narrativa Integrada: Jornada de viagem personalizada com missões cultu-
rais que contextualizam o uso do idioma em situações autênticas, proporcio-
nando motivação intrínseca para o aprendizado.

• Elementos de Engajamento: Sistema de descoberta cultural e "coleção de
memórias"que recompensa tanto a proficiência linguística quanto a exploração
cultural, com componentes de revisão espaçada integrados à narrativa.

• Avaliação Incorporada: Feedback contextual através de reações dos per-
sonagens e sucessos/desafios nas missões, complementado por um sistema de
autoavaliação reflexiva e análise de pronúncia.

A.10 Estudo de Caso 10: Ensino de Física no En-
sino Médio

A.10.1 Design de Jogo para Ensino de Física Newtoniana

Este estudo de caso demonstra a aplicação do sistema para o design de um jogo
educacional sobre mecânica newtoniana para estudantes do Ensino Médio.
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Figura A.9: Endo-GDC do jogo “Linguatrip”

Fase de Brainstorming: Um professor de física inseriu as seguintes ideias iniciais
(4 inputs):

• Jogo de simulação física com visualização de forças
• Desafios baseados em problemas do mundo real
• Sistema que permite experimentação e teste de hipóteses
• Progressão desde mecânica básica até movimento complexo
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(6 sugestões):
• Ambiente de construção de máquinas e dispositivos
• Narrativa centrada em missões de engenharia espacial
• Representação visual de vetores e trajetórias em tempo real
• Sistema de previsão que permite aos estudantes prever resultados antes da

simulação
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• Modo de desafio onde estudantes projetam sistemas com restrições específicas
• Componente histórico que conecta descobertas científicas a seus contextos

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como o jogo pode evidenciar relações matemáticas sem intimidar estudantes
com menos aptidão numérica?”

• “De que forma as simplificações necessárias para a jogabilidade serão comuni-
cadas claramente?”

• “Como o jogo pode incentivar pensamento físico intuitivo além da aplicação
de fórmulas?”

• “Quais estratégias serão usadas para conectar fenômenos microscópicos a ob-
servações macroscópicas?”

• “Como o jogo abordará concepções prévias incorretas comuns em física?”
As respostas geraram os seguintes insights:
• Implementar visualizações dinâmicas que demonstram relações matemáticas

graficamente, com opções para explorar fórmulas para estudantes interessados
• Criar um sistema de "níveis de realismo"que introduz gradualmente complexi-

dades como atrito e resistência do ar
• Desenvolver cenários que deliberadamente confrontam concepções incorretas

comuns, exigindo revisão de hipóteses
• Utilizar narrativa para contextualizar problemas físicos em situações significa-

tivas

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de construção física baseado
em componentes modulares com propriedades realistas, complementado por
ferramentas de análise e visualização que revelam forças, energias e trajetórias.

• Agente de Narrativa: Desenvolveu uma história ambientada em uma agên-
cia espacial do futuro, onde o jogador deve projetar e testar tecnologias para
missões planetárias, resolvendo problemas físicos com consequências narrati-
vas.

• Agente de Engajamento: Sugeriu um sistema progressivo de desafios com
múltiplas soluções possíveis, competições periódicas de design, e um compo-
nente de compartilhamento onde estudantes podem testar criações uns dos
outros.
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Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Reconhecer as leis de Newton e conceitos fundamentais da mecâ-
nica.

• Entender: Explicar relações entre forças, massa, aceleração e movimento em
diferentes contextos.

• Aplicar: Utilizar princípios físicos para resolver problemas práticos de enge-
nharia e design.

• Analisar: Decompor sistemas complexos em componentes e forças constitu-
tivas.

• Avaliar: Julgar a eficiência e viabilidade de diferentes soluções para problemas
físicos.

• Criar: Desenvolver dispositivos e mecanismos originais que aplicam princípios
físicos para resolver desafios específicos.

Resultado Final - Endo-GDC do Jogo “PhysicsLab”: O Endo-GDC do jogo
“PhysicsLab” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de simulação física precisa onde as leis fí-
sicas são tanto o objeto de estudo quanto os mecanismos de interação, permi-
tindo experimentação, previsão e verificação em um ciclo científico interativo.

• Narrativa Integrada: Campanha de exploração espacial que contextualiza
desafios físicos em missões com propósito e consequências, conectando concei-
tos abstratos a aplicações concretas.

• Elementos de Engajamento: Sistema de design e construção livre combi-
nado com desafios estruturados, permitindo tanto expressão criativa quanto
aplicação direcionada de conhecimentos físicos.

• Avaliação Incorporada: Feedback visual e quantitativo automático baseado
no comportamento dos sistemas físicos criados, complementado por análises
de eficiência e comparação com soluções ideais.

A.11 Estudo de Caso 11: Educação Financeira
para Jovens Adultos

A.11.1 Design de Jogo para Desenvolvimento de Literacia
Financeira

Este estudo de caso ilustra a aplicação do sistema para o design de um jogo educa-
cional voltado para o ensino de conceitos financeiros para jovens adultos.
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Figura A.10: Endo-GDC do jogo “PhysicsLab”

Fase de Brainstorming: Um especialista em educação financeira inseriu apenas
um único input inicial (1 input):

• Jogo de simulação financeira para jovens adultos iniciando vida independente
O sistema, demonstrando sua capacidade de expansão a partir de inputs míni-

mos, gerou as seguintes sugestões (12 sugestões):
• Simulação de vida com ciclos mensais de receitas e despesas
• Sistema de gestão orçamentária com categorias personalizáveis
• Mecânicas de investimento com diferentes perfis de risco e retorno
• Eventos aleatórios que simulam emergências financeiras
• Representação de impactos de longo prazo de decisões financeiras
• Sistema de crédito e empréstimo com taxas de juros realistas
• Simulação de mercado de trabalho com opções de carreira e educação
• Cenários de decisão sobre moradia (alugar vs. comprar)
• Mecânicas de economia colaborativa e decisões de consumo
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• Sistema de metas financeiras de curto, médio e longo prazo
• Representação de impostos e obrigações fiscais
• Tutorial integrado com conceitos financeiros básicos

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como o jogo pode tornar visíveis conceitos financeiros abstratos como juros
compostos ou inflação?”

• “De que forma o jogo equilibrará realismo financeiro com uma experiência
acessível e motivadora?”

• “Como serão representadas as desigualdades financeiras estruturais sem refor-
çar estereótipos?”

• “Qual abordagem será utilizada para incentivar comportamentos financeiros
saudáveis sem ser prescritivo?”

• “Como o jogo pode facilitar a transferência de conhecimentos para situações
financeiras reais?”

As respostas geraram os seguintes insights:
• Utilizar visualizações dinâmicas e projeções futuras para conceitos abstratos

como juros compostos
• Implementar diferentes níveis de dificuldade e pontos de partida que refletem

diversas realidades financeiras
• Focar em princípios e habilidades transferíveis em vez de produtos financeiros

específicos
• Criar um sistema de reflexão que incentiva os jogadores a analisar suas próprias

decisões financeiras

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de simulação financeira em
tempo acelerado onde cada decisão tem consequências de curto e longo prazo,
com visualizações dinâmicas de fluxo de caixa e patrimônio líquido.

• Agente de Narrativa: Desenvolveu uma estrutura narrativa personalizada
onde o jogador define objetivos de vida (carreira, família, moradia) que con-
textualizam as decisões financeiras em um horizonte de vários anos.

• Agente de Engajamento: Sugeriu um sistema de conquistas alinhado com
marcos financeiros saudáveis, complementado por desafios situacionais e um
componente social onde jogadores podem compartilhar estratégias.
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Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar conceitos financeiros básicos como juros, investimentos
e tipos de despesas.

• Entender: Explicar como diferentes decisões financeiras afetam o fluxo de
caixa e patrimônio ao longo do tempo.

• Aplicar: Utilizar ferramentas de planejamento financeiro para estabelecer e
seguir um orçamento.

• Analisar: Avaliar diferentes opções de investimento, crédito e consumo con-
siderando riscos e benefícios.

• Avaliar: Julgar a adequação de produtos financeiros a objetivos pessoais es-
pecíficos.

• Criar: Desenvolver estratégias financeiras personalizadas alinhadas com va-
lores e metas de vida.

Resultado Final - Endo-GDC do Jogo “FinLife”: O Endo-GDC do jogo
“FinLife” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de simulação financeira onde conceitos
como orçamento, investimento e gestão de crédito são incorporados como me-
cânicas centrais de jogo, com feedback visual e numérico que torna tangíveis
conceitos financeiros abstratos.

• Narrativa Integrada: Jornada de vida personalizada onde decisões finan-
ceiras são contextualizadas em objetivos pessoais e valores, com eventos nar-
rativos que respondem dinamicamente às escolhas financeiras do jogador.

• Elementos de Engajamento: Sistema de conquistas e desafios que recom-
pensa tanto comportamentos financeiros saudáveis quanto a exploração de
diferentes estratégias, com um componente de "vida alternativa"que permite
experimentar caminhos não escolhidos.

• Avaliação Incorporada: Feedback multidimensional que vai além de mé-
tricas puramente financeiras para incluir bem-estar, segurança e alinhamento
com valores, complementado por ferramentas de reflexão e planejamento.
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Figura A.11: Endo-GDC do jogo “FinLife”

A.12 Estudo de Caso 12: Ensino de Geografia e
Estudos Culturais

A.12.1 Design de Jogo para Exploração Geográfica e Cul-
tural

Este estudo de caso demonstra a aplicação do sistema para o design de um jogo
educacional sobre geografia mundial e diversidade cultural.

Fase de Brainstorming: Uma professora de geografia e estudos sociais inseriu
as seguintes ideias iniciais (3 inputs):
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• Jogo de exploração geográfica com mapa mundial interativo
• Foco em diversidade cultural e sistemas sociais
• Perspectiva de sustentabilidade e interconexão global
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(5 sugestões):
• Personagens guias locais representando diferentes regiões e culturas
• Sistema de missões baseadas em desafios globais contemporâneos
• Mecânica de curadoria de artefatos culturais e conhecimentos tradicionais
• Representação de ecossistemas e adaptações humanas a diferentes biomas
• Visualização de dados geográficos, demográficos e econômicos em camadas

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como o jogo pode representar culturas de forma autêntica e respeitosa, evi-
tando estereótipos?”

• “De que forma será equilibrada a representação de questões contemporâneas
sensíveis sem simplificação excessiva?”

• “Como o jogo pode promover empatia cultural sem ’exotizar’ comunidades
diferentes?”

• “Qual abordagem será utilizada para integrar perspectivas indígenas e conhe-
cimentos tradicionais?”

• “Como serão representadas continuidades históricas e processos de mudança
cultural?”

As respostas geraram os seguintes insights:
• Colaborar com consultores culturais de diversas regiões para garantir repre-

sentações autênticas
• Implementar múltiplas perspectivas sobre questões complexas, evitando visões

monolíticas
• Focar em experiências humanas universais e valores compartilhados, desta-

cando diversidade de expressões
• Incorporar narrativas em primeira pessoa e histórias orais de membros das

próprias comunidades

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de exploração geográfica com
mapa multicamadas que revela informações físicas, ecológicas, culturais e
econômicas, complementado por um atlas interativo que se expande com des-
cobertas.
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• Agente de Narrativa: Desenvolveu uma estrutura narrativa não-linear cen-
trada em "encontros culturais"conduzidos por personagens locais, com histórias
pessoais que humanizam questões globais e revelam conexões interculturais.

• Agente de Engajamento: Sugeriu um sistema de missões baseadas em Ob-
jetivos de Desenvolvimento Sustentável da ONU, complementado por desafios
de compreensão cultural e um componente de "embaixador cultural"onde jo-
gadores compartilham aprendizados.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar características geográficas, países, culturas e tradições
de diversas regiões do mundo.

• Entender: Explicar como fatores geográficos influenciam o desenvolvimento
cultural e sistemas sociais.

• Aplicar: Relacionar conhecimentos geográficos e culturais para analisar ques-
tões contemporâneas globais.

• Analisar: Comparar diferentes perspectivas culturais sobre questões comuns
e examinar interconexões globais.

• Avaliar: Considerar criticamente narrativas sobre diferentes culturas e re-
giões, reconhecendo vieses e complexidades.

• Criar: Desenvolver propostas para desafios globais que respeitem diversidade
cultural e conhecimentos locais.

Resultado Final - Endo-GDC do Jogo “GeoVentures”: O Endo-GDC do
jogo “GeoVentures” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de exploração geográfica e cultural onde o
conhecimento sobre lugares e pessoas se traduz diretamente em capacidade de
interação e conexão, com descobertas que expandem possibilidades de nave-
gação no mundo do jogo.

• Narrativa Integrada: Encontros culturais conduzidos por personagens lo-
cais que compartilham histórias pessoais, tradições e perspectivas, contextua-
lizando questões geográficas e sociais em experiências humanas autênticas.

• Elementos de Engajamento: Sistema de missões baseadas em desafios glo-
bais reais que incentivam pesquisa, compreensão cultural e pensamento crítico,
com um componente de compartilhamento e colaboração entre jogadores.

• Avaliação Incorporada: Feedback multidimensional através de um "diário
de viagem"que registra descobertas, reflexões e conexões estabelecidas, comple-
mentado por um sistema de "compreensão cultural"que evolui com interações
respeitosas.
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Figura A.12: Endo-GDC do jogo “GeoVentures”

A.13 Estudo de Caso 13: Educação Ambiental
para Ensino Fundamental II

A.13.1 Design de Jogo para Conscientização Ambiental e
Sustentabilidade

Este estudo de caso ilustra a aplicação do sistema para o design de um jogo edu-
cacional sobre ecologia e sustentabilidade para estudantes do Ensino Fundamental
II.

Fase de Brainstorming: Uma professora de ciências inseriu as seguintes ideias
iniciais (6 inputs):
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• Jogo de gestão de ecossistema com simulação de cadeia alimentar
• Representação de impactos ambientais de atividades humanas
• Mecânicas de tomada de decisão com consequências visíveis
• Perspectiva de longo prazo para demonstrar mudanças graduais
• Abordagem baseada em soluções, não apenas problemas
• Contexto local que conecta com questões globais
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(3 sugestões):
• Personagens mentores representando diferentes perspectivas ambientais
• Sistema de "diários de campo"que registram observações e descobertas
• Componente de ação comunitária que conecta o jogo a projetos reais

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como o jogo pode representar complexidades ecológicas de forma acessível
sem simplificação excessiva?”

• “De que forma serão equilibradas mensagens sobre urgência ambiental e em-
poderamento para ação?”

• “Como o jogo evitará política partidária enquanto aborda questões ambientais
frequentemente politizadas?”

• “Qual abordagem será utilizada para conectar comportamentos individuais a
impactos sistêmicos?”

• “Como o jogo promoverá pensamento crítico sobre soluções, reconhecendo que
há compromissos em qualquer intervenção?”

As respostas geraram os seguintes insights:
• Implementar níveis de complexidade que podem ser ativados progressivamente,

mantendo sistemas centrais visíveis em todos os níveis
• Equilibrar representações de desafios ambientais com oportunidades concretas

para ação e experimentação de soluções
• Focar em evidências científicas e apresentar múltiplas perspectivas sobre ques-

tões complexas
• Criar visualizações que conectam ações individuais a impactos coletivos através

de "efeito borboleta"ecológico

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de simulação ecossistêmica ba-
seado em relações interconectadas entre espécies, habitat e recursos, com indi-
cadores visuais de saúde ambiental e feedback em múltiplas escalas temporais.
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• Agente de Narrativa: Desenvolveu uma estrutura narrativa em que os jo-
gadores assumem o papel de "guardiões ecológicos"responsáveis por uma área
natural ao longo de gerações, enfrentando desafios ambientais e buscando equi-
líbrio entre necessidades humanas e ecológicas.

• Agente de Engajamento: Sugeriu um sistema de missões baseado em de-
safios ecológicos reais, complementado por um "laboratório de soluções"para
experimentação e um componente comunitário que conecta ações no jogo a
iniciativas locais.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar componentes-chave de ecossistemas e seus papéis na
manutenção do equilíbrio ambiental.

• Entender: Explicar como diferentes elementos de um ecossistema interagem
e como atividades humanas impactam estes sistemas.

• Aplicar: Implementar estratégias de gestão ambiental para resolver proble-
mas ecológicos específicos.

• Analisar: Examinar relações de causa e efeito em sistemas ecológicos e prever
consequências de intervenções.

• Avaliar: Avaliar diferentes abordagens para questões ambientais com base em
critérios de sustentabilidade, viabilidade e impacto.

• Criar: Desenvolver soluções inovadoras para desafios ambientais que conside-
rem necessidades ecológicas e humanas.

Resultado Final - Endo-GDC do Jogo “EcoGuardiões”: O Endo-GDC do
jogo “EcoGuardiões” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de simulação ecológica onde princípios de
interdependência, ciclos naturais e resiliência são incorporados como mecânicas
centrais, com intervenções que produzem efeitos visíveis em diferentes escalas
espaciais e temporais.

• Narrativa Integrada: Jornada de gerações de guardiões ecológicos que en-
frentam desafios ambientais em evolução, contextualizando conceitos científi-
cos em histórias pessoais e comunitárias com significado emocional.

• Elementos de Engajamento: Sistema de missões baseadas em problemas
ecológicos reais, complementado por um laboratório de experimentação e um
componente de ação comunitária que conecta aprendizado virtual com inicia-
tivas locais concretas.

• Avaliação Incorporada: Feedback visual através de indicadores de saúde
ecossistêmica e bem-estar comunitário, complementado por um "diário de
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Figura A.13: Endo-GDC do jogo “EcoGuardiões”

campo"que registra observações, hipóteses e conclusões científicas do jogador.

A.14 Estudo de Caso 14: Ensino de Geografia no
Ensino Fundamental II

A.14.1 Design de Jogo para Ensino de Geografia no Ensino
Fundamental II

Este estudo de caso apresenta a aplicação do sistema para o design de um jogo edu-
cativo sobre mapear regiões e entender fenômenos físicos e humanos em Geografia.

Fase de Brainstorming: Uma professora de Geografia inseriu as seguintes ideias
iniciais (5 inputs):
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• Jogo de exploração de mapas e biomas
• Foco em relevo, hidrografia e clima
• Público-alvo: estudantes de 1114 anos
• Ferramenta para criar e customizar mapas interativos
• Missões relacionadas a desafios de planejamento urbano e meio ambiente
O sistema sugeriu conceitos complementares (5 sugestões):
• Mecânica de coleção de dados usando sondas virtuais em diferentes ambientes
• Eventos baseados em desastres naturais e mudanças climáticas
• Integração de fontes de dados reais (imagens de satélite simplificadas)
• Desafios de logística para conectar cidades por rodovias e ferrovias
• Sistema de indicadores socioeconômicos e ambientais para tomada de decisão

Fase de Método Socrático: O Agente Socrático aplicou as questões reflexivas
padronizadas:

• Como será a interface de criação de mapas? Haverá camadas de informação?
• De que forma o jogo incorpora corretamente a escala e proporção geográfica?
• Como garantir que o jogador compreenda a relação entre relevo, clima e vege-

tação?
• Quais mecanismos permitem comparações entre diferentes regiões do mundo?
• Como evitar simplificações excessivas que deturpem conceitos essenciais?

Fase de Insights do Usuário: As respostas foram refinadas em insights como:
• Incluir tutoriais interativos sobre leitura de curvas de nível e legenda de mapas
• Utilizar missões que exigem planejamento de rotas e análise de riscos de de-

sastres
• Implementar feedback visual imediato em camadas de clima e uso do solo
• Adicionar questionários rápidos entre fases para reforçar conceitos-chave

Fase de Endo-GDC:
• Agente de Mecânicas: Sugeriu um sistema de marcação de waypoints e co-

leta de amostras, onde cada coleta requer aplicação de conceitos de hidrografia
e clima.

• Agente de Narrativa: Criou uma história de expedição científica em dife-
rentes biomas, com personagens especialistas em geociências.

• Agente de Engajamento: Propôs conquistas de explorador vinculadas a
descobertas de novos territórios e resolução de enigmas geográficos.

Fase de Taxonomia de Bloom:
• Lembrar: Reconhecer tipos de relevo, rios e zonas climáticas.
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• Entender: Explicar como fatores físicos influenciam a distribuição de biomas.
• Aplicar: Utilizar mapas para planejar rotas considerando elevação e condições

climáticas.
• Analisar: Comparar indicadores socioambientais de diferentes regiões.
• Avaliar: Julgar propostas de desenvolvimento urbano frente a riscos naturais.
• Criar: Projetar um mapa temático personalizado com legendas e camadas

informativas.

Figura A.14: Endo-GDC do jogo “GeoExplorer”

Resultado Final Endo-GDC do Jogo “GeoExplorer”: O Endo-GDC do
jogo “GeoExplorer” integra:

• Mecânicas Endógenas: Coleta de dados geográficos, edição de mapas e
simulações meteorológicas que afetam o ambiente de jogo.

• Narrativa Integrada: Expedição de cientistas em biomas distintos, com
missões ligadas à preservação ambiental.
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• Elementos de Engajamento: Sistema de badges de Explorador e Desafiante
que recompensa análise crítica e precisão cartográfica.

• Avaliação Incorporada: Gráficos dinâmicos de indicadores e relatórios au-
tomáticos que permitem ao aluno autoavaliar sua compreensão.

A.15 Estudo de Caso 15: Treinamento de Atendi-
mento ao Cliente em Ambiente Corporativo

A.15.1 Design de Jogo para Formação de Soft Skills em Em-
presas

Este estudo de caso ilustra a aplicação do sistema em um jogo para desenvolver
habilidades de atendimento ao cliente e comunicação.

Fase de Brainstorming: Um analista em RH inseriu as seguintes ideias iniciais
(4 inputs):

• Simulação de cenários de atendimento ao cliente (telefone, chat, presencial)
• Foco em empatia, escuta ativa e resolução de conflitos
• Sistema de feedback em tempo real baseado em escolha de diálogo
• Missões moduladas por diferentes perfis de clientes (satisfeitos, insatisfeitos,

técnicos)
O sistema sugeriu conceitos complementares (6 sugestões):
• Módulo de role play com personagens virtuais que expressam emoções faciais
• Indicadores de performance em KPIs como tempo de resposta e satisfação do

cliente
• Eventos aleatórios como picos de demanda e crises de imagem
• Ferramenta de análise de sentimento do texto digitado pelo jogador
• Componentes de gamificação: pontos, níveis e rankings internos
• Relatórios de desempenho individual e comparativo por equipe

Fase de Método Socrático: O Agente Socrático aplicou as questões padroniza-
das:

• Como garantir que as escolhas de diálogo reflitam práticas de atendimento
realistas?

• De que forma será medido o equilíbrio entre rapidez e qualidade no atendi-
mento?

• Que mecanismos assegurarão autenticidade nas reações dos personagens vir-
tuais?
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• Como o jogo lida com diferentes perfis de aprendizagem e habilidades inter-
pessoais?

• Quais recursos ajudarão na transferência de habilidades do virtual para o
mundo real?

Fase de Insights do Usuário: As respostas geraram insights como:
• Incluir um tutorial inicial sobre técnicas de pergunta aberta e fechada
• Utilizar feedback em múltiplos formatos: texto, voz sintetizada e gravações de

resposta ideal
• Permitir revisões de cenários com replay e análise de melhores práticas
• Adotar mentor virtual que sugira melhorias após cada interação

Fase de Endo-GDC:
• Agente de Mecânicas: Propôs um sistema de árvore de diálogo com métri-

cas de empatia e assertividade que modulam o roteiro.
• Agente de Narrativa: Criou uma empresa fictícia de tecnologia que enfrenta

um problema crítico de retenção de clientes.
• Agente de Engajamento: Sugeriu desafios semanais de melhoria contínua

e reconhecimento interno entre colegas.

Fase de Taxonomia de Bloom:
• Lembrar: Identificar boas práticas de atendimento e protocolos de comuni-

cação.
• Entender: Explicar a importância de escuta ativa e rapport no diálogo com

o cliente.
• Aplicar: Utilizar técnicas de questionamento e reflexão para resolver recla-

mações.
• Analisar: Avaliar interações para identificar pontos de melhoria em empatia

e clareza.
• Avaliar: Julgar a eficácia de diferentes estratégias de comunicação em

situações-teste.
• Criar: Formular roteiros de atendimento personalizados para perfis variados

de clientes.

Resultado Final Endo-GDC do Jogo “ClientCare Pro”: O Endo-GDC do
jogo “ClientCare Pro” integra:

• Mecânicas Endógenas: Árvore de diálogo dinâmica, análise de sentimento
e indicadores de empatia que afetam o desfecho de cada caso.
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Figura A.15: Endo-GDC do jogo “ClientCare Pro”

• Narrativa Integrada: Empresa em crise de reputação, com cenários que
evoluem conforme as decisões de atendimento.

• Elementos de Engajamento: Gamificação avançada com níveis de especi-
alista, dashboards de equipe e competições internas.

• Avaliação Incorporada: Feedback instantâneo e relatórios comparativos que
permitem reflexão e melhoria contínua das habilidades.
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A.16 Estudo de Caso 16: Ensino de Química no
Ensino Médio

A.16.1 Design de Jogo para Aprendizado de Química Inte-
rativa

Este estudo de caso ilustra a aplicação do sistema para o design de um jogo educaci-
onal voltado para o ensino de química e reações químicas para estudantes do Ensino
Médio.

Fase de Brainstorming: Um professor de química inseriu as seguintes ideias
iniciais (3 inputs):

• Laboratório virtual para experimentação segura de reações químicas
• Visualização de processos moleculares e atômicos em nível microscópico
• Sistema de desafios baseados em aplicações práticas da química
O sistema, através do serviço GroqService, analisou estas ideias e sugeriu con-

ceitos complementares (6 sugestões):
• Narrativa de um cientista em formação trabalhando em um centro de pesquisa
• Mecânica de combinação de elementos para descobrir novas reações
• Sistema de previsão de resultados baseado em propriedades químicas
• Representação visual de energia e ligações durante reações
• Integração de conceitos teóricos com aplicações na indústria e cotidiano
• Componente de historiografia científica mostrando evolução das descobertas

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como equilibrar o rigor científico com a acessibilidade para estudantes com
diferentes níveis de conhecimento?”

• “De que forma o jogo pode demonstrar a relação entre estrutura molecular e
propriedades macroscópicas?”

• “Como incentivar a compreensão conceitual em vez da simples memorização
de fórmulas e reações?”

• “Qual abordagem será utilizada para tornar visíveis processos químicos abs-
tratos ou difíceis de observar?”

• “Como o jogo pode promover segurança laboratorial sem criar aversão à ex-
perimentação prática?”

As respostas geraram os seguintes insights:
• Implementar diferentes níveis de complexidade que introduzem gradualmente

novos conceitos
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• Utilizar visualizações multi-escala que conectam comportamento molecular a
efeitos observáveis

• Criar desafios que requerem aplicação de princípios em vez de replicação de
procedimentos

• Desenvolver sistema de animação molecular com representações precisas mas
compreensíveis

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de laboratório virtual onde os
jogadores manipulam reagentes em condições controladas, com feedback visual
imediato mostrando transformações químicas e energéticas.

• Agente de Narrativa: Desenvolveu uma estrutura narrativa onde o jogador
é um pesquisador em um instituto avançado de ciências, enfrentando desafios
que vão desde análise de materiais cotidianos até desenvolvimento de soluções
para problemas ambientais e industriais.

• Agente de Engajamento: Sugeriu um sistema de descobertas progressivas
no estilo "árvore tecnológica", onde novas reações desbloqueiam ferramentas
e possibilidades, complementado por um caderno de laboratório digital que
registra descobertas.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar elementos, compostos e suas propriedades básicas na
tabela periódica.

• Entender: Explicar princípios de ligações químicas e como afetam as propri-
edades dos materiais.

• Aplicar: Utilizar conhecimentos de estequiometria e cinética para prever re-
sultados de reações.

• Analisar: Examinar reações químicas para identificar padrões e relações entre
reagentes e produtos.

• Avaliar: Julgar a eficiência e segurança de diferentes processos químicos para
objetivos específicos.

• Criar: Desenvolver protocolos experimentais para sintetizar compostos ou
resolver problemas práticos.

Resultado Final - Endo-GDC do Jogo “ChemLab Ventures”: O Endo-
GDC do jogo “ChemLab Ventures” integra os seguintes elementos principais:
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Figura A.16: Endo-GDC do jogo “ChemLab Ventures”

• Mecânicas Endógenas: Sistema de simulação química precisa onde prin-
cípios atômicos e moleculares determinam o comportamento dos materiais,
com visualizações em múltiplas escalas que conectam o mundo microscópico a
efeitos observáveis.

• Narrativa Integrada: Carreira de um pesquisador atravessando diferentes
áreas da química aplicada, com missões que contextualizam conceitos teóricos
em problemas práticos socialmente relevantes.

• Elementos de Engajamento: Sistema de descobertas que funciona como
uma árvore tecnológica, complementado por um laboratório de experimenta-
ção livre e um caderno digital que documenta o progresso científico do jogador.

• Avaliação Incorporada: Feedback visual e dados quantitativos que reve-
lam o êxito ou falha de experimentos, incentivando análise crítica e iteração
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metodológica baseada em princípios científicos.

A.17 Estudo de Caso 17: Educação em Saúde
para Adultos

A.17.1 Design de Jogo para Promoção de Bem-Estar e Pre-
venção

Este estudo de caso demonstra a aplicação do sistema para o design de um jogo fo-
cado em educação em saúde, prevenção de doenças e promoção de hábitos saudáveis
para adultos.

Fase de Brainstorming: Um professor de educação física inseriu as seguintes
ideias iniciais (4 inputs):

• Simulação de impacto de escolhas diárias na saúde a longo prazo
• Sistema de metas personalizadas baseadas em perfil de saúde do jogador
• Visualização dos processos internos do corpo humano
• Abordagem holística integrando saúde física, mental e social
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(5 sugestões):
• Narrativa que acompanha diferentes personagens em jornadas de transforma-

ção de saúde
• Mecânica de "construção de hábitos"com sistema de reforço e acompanhamento
• Representação gamificada de biofeedback através de dados de dispositivos ves-

tíveis
• Microssimulações de sistemas corporais respondendo a diferentes intervenções
• Componente social para desafios de saúde coletivos e suporte comunitário

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como o jogo pode promover mudanças de comportamento duradouras sem
recorrer a culpabilização?”

• “De que forma serão equilibradas a simplificação necessária e a precisão cien-
tífica sobre saúde?”

• “Como o sistema pode adaptar-se a diferentes condições de saúde, limitações
e contextos culturais?”

• “Qual abordagem será utilizada para manter motivação em objetivos de saúde
de longo prazo?”
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• “Como o jogo lidará com questões sensíveis como imagem corporal e condições
crônicas?”

As respostas geraram os seguintes insights:
• Focar em celebração de progressos e capacitação em vez de abordagens nega-

tivas
• Implementar sistema de personalização profunda que adapta conteúdo a ne-

cessidades específicas
• Utilizar narrativas inspiradoras e autênticas de diversas jornadas de saúde
• Criar mecanismos de micro-recompensas e visualização progressiva de melho-

rias

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de "gêmeo digital de saúde"que
simula o impacto de escolhas cotidianas em múltiplos sistemas corporais, com
calibração gradual baseada em dados reais do usuário quando disponíveis.

• Agente de Narrativa: Desenvolveu uma estrutura narrativa não-linear cen-
trada em um "conselho de bem-estar"com mentores de diferentes especialida-
des, cada um guiando uma dimensão da saúde através de histórias pessoais e
desafios contextualizados.

• Agente de Engajamento: Sugeriu um sistema de "jardim de hábitos"vi-
sual que floresce com consistência e mostra conexões entre diferentes práticas,
complementado por celebrações de marcos significativos e um componente de
"aliados de jornada".

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar componentes essenciais de um estilo de vida saudável e
sinais de alerta para condições comuns.

• Entender: Explicar como diferentes sistemas corporais interagem e respon-
dem a hábitos e intervenções.

• Aplicar: Implementar estratégias de saúde preventiva adaptadas a necessi-
dades e circunstâncias pessoais.

• Analisar: Examinar padrões pessoais de comportamento e seus impactos na
saúde geral.

• Avaliar: Julgar a qualidade de informações de saúde e a adequação de dife-
rentes abordagens ao bem-estar.

• Criar: Desenvolver planos de saúde personalizados que integram múltiplas
dimensões de bem-estar de forma sustentável.

213



Figura A.17: Endo-GDC do jogo “VitalQuest”

Resultado Final - Endo-GDC do Jogo “VitalQuest”: O Endo-GDC do jogo
“VitalQuest” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de simulação personalizada de saúde onde
princípios de fisiologia, psicologia e ciência comportamental se manifestam em
um "gêmeo digital"que evolui em resposta às escolhas do jogador e dados do
mundo real.

• Narrativa Integrada: Conselho de bem-estar com mentores representando
diferentes dimensões da saúde, oferecendo jornadas de aprendizado contextu-
alizadas em histórias autênticas e desafios relevantes para o perfil do jogador.

• Elementos de Engajamento: Jardim de hábitos visual que prospera com
práticas consistentes, sistema de micro-recompensas alinhadas com valores
pessoais, e componente social para apoio mútuo e desafios colaborativos.

• Avaliação Incorporada: Visualizações dinâmicas de progresso em indicado-
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res de saúde significativos, feedback contextualizado sobre padrões de compor-
tamento, e reflexões guiadas que conectam aprendizado a experiência pessoal.

A.18 Estudo de Caso 18: Educação Cívica para
Jovens

A.18.1 Design de Jogo para Desenvolvimento de Cidadania
Ativa

Este estudo de caso ilustra a aplicação do sistema para o design de um jogo edu-
cacional sobre cidadania, participação democrática e engajamento comunitário para
jovens entre 14-18 anos.

Fase de Brainstorming: Um educador cívico inseriu as seguintes ideias iniciais
(3 inputs):

• Simulação de processos democráticos e tomada de decisão coletiva
• Exploração de direitos e responsabilidades cidadãs em contextos diversos
• Sistema para compreender impactos de políticas públicas em comunidades
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(7 sugestões):
• Cidade virtual onde jogadores assumem diferentes papéis sociais e cívicos
• Mecânica de debate com sistema de argumentação baseada em evidências
• Campanhas de mobilização comunitária para enfrentar desafios locais
• Representação de perspectivas diversas sobre questões sociais complexas
• Sistema de deliberação coletiva com mecanismos de construção de consenso
• Ciclos de feedback mostrando consequências de longo prazo de decisões polí-

ticas
• Elementos de historiografia mostrando evolução de direitos civis e participação

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como o jogo pode abordar temas políticos potencialmente divisivos de forma
educativa e imparcial?”

• “De que forma será equilibrada a apresentação de complexidades dos sistemas
democráticos sem causar cinismo?”

• “Como incentivar transferência de habilidades cívicas do ambiente virtual para
o real?”

• “Qual abordagem será utilizada para tornar processos burocráticos e institu-
cionais acessíveis e engajantes?”
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• “Como o jogo pode representar diversidade de perspectivas e experiências po-
líticas de forma respeitosa?”

As respostas geraram os seguintes insights:
• Focar em processos e habilidades cívicas em vez de posições políticas específicas
• Implementar sistema de múltiplas perspectivas com base em valores compar-

tilhados
• Criar conexões explícitas com oportunidades de participação cívica real
• Utilizar narrativas pessoais e impactos concretos para humanizar processos

abstratos

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de "laboratório democrático"onde
jogadores podem simular processos de governança em diferentes escalas, com
mecânicas de deliberação, negociação e implementação de políticas que reve-
lam complexidades e trade-offs.

• Agente de Narrativa: Desenvolveu uma estrutura narrativa centrada em
uma cidade em transformação enfrentando múltiplos desafios, onde jogadores
podem assumir diferentes papéis (cidadãos, representantes eleitos, servidores
públicos, ativistas) para experimentar perspectivas complementares.

• Agente de Engajamento: Sugeriu um sistema de "impacto cívico"que vi-
sualiza mudanças comunitárias resultantes de ações coletivas, complementado
por desafios baseados em casos reais e um componente de projetos que pode
se estender para ações no mundo real.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar instituições democráticas, seus papéis e princípios fun-
damentais da cidadania.

• Entender: Explicar como diferentes mecanismos democráticos funcionam e
a interação entre direitos e responsabilidades.

• Aplicar: Utilizar processos deliberativos estruturados para abordar questões
comunitárias concretas.

• Analisar: Examinar políticas públicas e suas implicações para diferentes gru-
pos e interesses sociais.

• Avaliar: Julgar a eficácia e equidade de diferentes abordagens para resolver
desafios cívicos.

• Criar: Desenvolver propostas e iniciativas cívicas que mobilizem recursos co-
letivos para necessidades identificadas.
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Figura A.18: Endo-GDC do jogo “CivicSphere”

Resultado Final - Endo-GDC do Jogo “CivicSphere”: O Endo-GDC do
jogo “CivicSphere” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de laboratório democrático onde princípios
de governança, deliberação e participação cidadã são incorporados em simula-
ções multinível que revelam complexidades e interdependências dos processos
cívicos.

• Narrativa Integrada: Cidade em transformação com múltiplos desafios so-
ciais onde jogadores experimentam diferentes papéis cívicos, vivenciando pers-
pectivas complementares sobre o funcionamento da democracia e os impactos
de decisões coletivas.

• Elementos de Engajamento: Sistema de visualização de impacto cívico,
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desafios baseados em casos reais, e projetos de intervenção que podem transitar
do jogo para comunidade, criando pontes entre aprendizado simulado e ação
concreta.

• Avaliação Incorporada: Feedback multidimensional sobre impactos de deci-
sões políticas em diferentes grupos e setores, indicadores de saúde democrática,
e reflexões guiadas sobre valores cívicos e responsabilidade coletiva.

A.19 Estudo de Caso 19: Desenvolvimento de
Habilidades Socioemocionais para Crianças

A.19.1 Design de Jogo para Inteligência Emocional e Rela-
cionamentos Saudáveis

Este estudo de caso apresenta a aplicação do sistema para o design de um jogo
educacional sobre desenvolvimento socioemocional para crianças de 7-11 anos.

Fase de Brainstorming: Uma psicóloga educacional inseriu as seguintes ideias
iniciais (4 inputs):

• Jogo sobre reconhecimento e expressão de emoções
• Cenários que exigem resolução colaborativa de problemas
• Personagens diversos com diferentes perspectivas e necessidades
• Sistema de feedback sobre comportamentos pró-sociais
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(5 sugestões):
• Mundo fantástico onde emoções têm manifestações visuais e poderes especiais
• Mecânica de "leitura social"para interpretar pistas não-verbais
• Sistema de diálogo com opções baseadas em comunicação assertiva
• Desafios que requerem regulação emocional e perspectiva empática
• Personagem companheiro que modela estratégias socioemocionais saudáveis

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como o jogo pode fazer complexidades emocionais acessíveis sem simplifica-
ção excessiva?”

• “De que forma serão abordadas diferenças culturais na expressão e interpre-
tação emocional?”

• “Como equilibrar desafios socioemocionais com diversão e engajamento apro-
priados para a idade?”
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• “Qual abordagem incentivará transferência de habilidades para situações reais
do cotidiano?”

• “Como o jogo pode ser inclusivo para crianças neurodivergentes ou com dife-
rentes capacidades sociais?”

As respostas geraram os seguintes insights:
• Utilizar metáforas visuais para tornar conceitos emocionais tangíveis e acessí-

veis
• Implementar sistema de personalização para diferentes estilos de comunicação

e processamento
• Criar pontes explícitas entre cenários fantásticos e situações do mundo real
• Desenvolver sistema de suporte adaptativo que ajusta orientação conforme

necessidades individuais

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de "emojiverso"onde emoções são
elementos tangíveis que podem ser reconhecidos, coletados e combinados para
resolver desafios, com mecânicas de exploração social e colaboração baseadas
em complementaridade emocional.

• Agente de Narrativa: Desenvolveu um mundo fantástico onde um "dese-
quilíbrio emocional"está causando problemas em diferentes reinos, cada um
representando facetas da experiência socioemocional, com personagens que
personificam diferentes temperamentos e estilos de interação.

• Agente de Engajamento: Sugeriu um sistema de "amigos emocionais"que
podem ser ajudados e que evoluem através de interações significativas, com-
plementado por um diário reflexivo gamificado e desafios semanais que podem
ser praticados em casa.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar diferentes emoções, suas manifestações físicas e gatilhos
comuns.

• Entender: Explicar como emoções influenciam comportamentos e como di-
ferentes perspectivas afetam interações sociais.

• Aplicar: Utilizar estratégias apropriadas de comunicação e regulação emoci-
onal em diferentes contextos.

• Analisar: Interpretar pistas sociais verbais e não-verbais para compreender
necessidades e sentimentos alheios.

• Avaliar: Julgar a eficácia de diferentes abordagens para resolução de conflitos
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e construção de relações positivas.
• Criar: Desenvolver soluções colaborativas para desafios interpessoais que con-

siderem necessidades e sentimentos diversos.

Figura A.19: Endo-GDC do jogo “EmotionQuest”

Resultado Final - Endo-GDC do Jogo “EmotionQuest”: O Endo-GDC do
jogo “EmotionQuest” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de emojiverso onde emoções são elemen-
tos tangíveis com propriedades únicas, criando uma gramática interativa que
torna conceitos socioemocionais acessíveis e manipuláveis através de mecânicas
intuitivas e divertidas.

• Narrativa Integrada: Mundo fantástico enfrentando desequilíbrio emoci-
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onal, com reinos temáticos representando diferentes facetas da experiência
socioemocional e personagens que encarnam diversos temperamentos e estilos
relacionais.

• Elementos de Engajamento: Sistema de companheiros emocionais que evo-
luem através de interações significativas, diário reflexivo gamificado, e desafios
que criam pontes entre mundo fantástico e aplicações cotidianas das habilida-
des socioemocionais.

• Avaliação Incorporada: Feedback visual e narrativo que revela impactos de
escolhas socioemocionais, sistema adaptativo que reconhece padrões individu-
ais, e reflexões guiadas adequadas ao desenvolvimento cognitivo das crianças.

A.20 Estudo de Caso 20: Educação Empreende-
dora para Jovens Adultos

A.20.1 Design de Jogo para Desenvolvimento de Mentali-
dade Empreendedora

Este estudo de caso demonstra a aplicação do sistema para o design de um jogo
educacional sobre empreendedorismo e inovação para jovens adultos (18-25 anos).

Fase de Brainstorming: Um educador em empreendedorismo inseriu as seguin-
tes ideias iniciais (2 inputs):

• Simulação de criação e gestão de startups com diferentes modelos de negócio
• Sistema que reflete dinâmicas reais de mercado e comportamento de consumi-

dores
O sistema, demonstrando sua capacidade de expansão a partir de inputs míni-

mos, gerou as seguintes sugestões (8 sugestões):
• Mecânica de identificação de problemas e validação de soluções com usuários
• Ciclos de iteração de produtos baseados em feedback do mercado
• Sistema de gestão de recursos limitados com decisões de investimento
• Representação de diferentes ecossistemas de inovação e contextos culturais
• Desafios inspirados em ODS (Objetivos de Desenvolvimento Sustentável)
• Simulação de pitch e negociação com diferentes tipos de investidores
• Componente de construção de equipes e gestão de talentos diversos
• Eventos aleatórios que simulam mudanças de mercado e disrupções tecnológi-

cas

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:
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• “Como o jogo pode equilibrar aspectos financeiros do empreendedorismo com
impacto social e satisfação pessoal?”

• “De que forma o sistema refletirá realidades de empreendedorismo em diferen-
tes contextos socioeconômicos?”

• “Como serão simulados fracassos e resiliência sem desestimular os jogadores?”
• “Qual abordagem será utilizada para representar dilemas éticos e responsabi-

lidade empresarial?”
• “Como o jogo pode incentivar pensamento inovador e assumir riscos calcula-

dos?”
As respostas geraram os seguintes insights:
• Implementar múltiplas métricas de sucesso além do retorno financeiro
• Criar diversos cenários de empreendedorismo adaptados a contextos globais
• Desenvolver mecânicas que transformam fracassos em aprendizados e novas

oportunidades
• Utilizar sistema de tomada de decisão ética com consequências multidimensi-

onais

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de "laboratório de inovação"onde
jogadores passam por ciclos completos de empreendedorismo desde identifica-
ção de problemas até escala, com simulação de mercado dinâmica que responde
a decisões e inovações.

• Agente de Narrativa: Desenvolveu um framework narrativo baseado em
"jornadas empreendedoras"diversas, com mentores inspirados em casos reais e
cenários de empreendedorismo em diferentes setores e contextos globais.

• Agente de Engajamento: Sugeriu um sistema de portfólio de empreendedor
que documenta aprendizados e conquistas, complementado por uma comuni-
dade virtual de inovação e desafios inspirados em hackathons reais.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar elementos-chave do processo empreendedor e princípios
fundamentais de modelos de negócio.

• Entender: Explicar dinâmicas de mercado, comportamento de consumidores
e fatores que influenciam sucesso empreendedor.

• Aplicar: Utilizar métodos estruturados para validar problemas, testar solu-
ções e iterar com base em feedback.

• Analisar: Examinar modelos de negócio para identificar forças, fraquezas e
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oportunidades de inovação.
• Avaliar: Julgar viabilidade, impacto potencial e alinhamento estratégico de

diferentes oportunidades de negócio.
• Criar: Desenvolver propostas inovadoras que enderecem necessidades reais

com modelos sustentáveis e escaláveis.

Figura A.20: Endo-GDC do jogo “Venture Forge”

Resultado Final - Endo-GDC do Jogo “Venture Forge”: O Endo-GDC do
jogo “Venture Forge” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de laboratório de inovação que simula ciclos
completos do processo empreendedor, com mecânicas de validação, iteração
e crescimento baseadas em metodologias reais como design thinking e lean
startup.
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• Narrativa Integrada: Jornadas empreendedoras diversificadas com mento-
res inspirados em casos reais e cenários contextualizados em diferentes setores,
regiões e desafios sociais, proporcionando perspectivas complementares sobre
o empreendedorismo global.

• Elementos de Engajamento: Portfólio de empreendedor que documenta
trajetória e aprendizados, comunidade virtual para networking e colaboração,
e desafios baseados em hackathons que conectam a experiência de jogo com
oportunidades do mundo real.

• Avaliação Incorporada: Dashboard multidimensional que visualiza impacto
de decisões em diferentes stakeholders, feedback de mercado realista, e sistema
de reflexão que incentiva mentalidade de crescimento e aprendizado a partir
de tentativas e erros.

A.21 Estudo de Caso 21: Aprendizado de Línguas
para Crianças

A.21.1 Design de Jogo para Ensino de Idiomas no Ensino
Fundamental I

Este estudo de caso ilustra a aplicação do sistema para o design de um jogo educa-
cional voltado para o ensino de línguas estrangeiras para crianças de 6-10 anos.

Fase de Brainstorming: Uma professora de línguas inseriu as seguintes ideias
iniciais (4 inputs):

• Jogo imersivo com personagens que falam apenas o idioma-alvo
• Foco em vocabulário cotidiano e frases simples contextualizadas
• Sistema de pronúncia com feedback visual intuitivo
• Progressão que acompanha ritmo individual de aprendizado
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(5 sugestões):
• Mundo fantástico onde cada região representa um tema vocabular diferente
• Criaturas mágicas que só podem ser compreendidas no idioma-alvo
• Mecanismo de "construção de frases"que desenvolve intuição gramatical
• Mini-jogos específicos para treinar diferentes habilidades linguísticas
• Sistema de "amigos falantes"virtuais que evoluem com a interação

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:
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• “Como o jogo pode oferecer uma abordagem naturalística de aprendizado,
similar à aquisição da língua materna?”

• “De que forma o sistema proporcionará repetição necessária sem se tornar
monótono?”

• “Como equilibrar o uso exclusivo do idioma-alvo com a necessidade de com-
preensão clara das instruções?”

• “Qual abordagem será utilizada para desenvolver compreensão gramatical sem
regras explícitas?”

• “Como o jogo pode incluir elementos culturais associados ao idioma?”
As respostas geraram os seguintes insights:
• Implementar contextos visuais ricos que facilitam compreensão sem tradução
• Criar variações temáticas de atividades fundamentalmente similares
• Utilizar um personagem companheiro bilíngue que oferece suporte inicial
• Desenvolver padrões gramáticos através de blocos de construção frasais
• Incorporar celebrações, comidas e tradições culturais como elementos de jogo

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de "tesouros linguísticos"onde
palavras e frases são colecionáveis e utilizáveis, com feedback imediato de pro-
núncia através de análise de áudio simplificada adaptada para vozes infantis.

• Agente de Narrativa: Desenvolveu uma história sobre um mundo mágico
onde um "enevoamento linguístico"causou confusão entre diferentes regiões, e
o jogador, com ajuda de um companheiro tradutor, precisa restaurar a comu-
nicação aprendendo o idioma dos diferentes habitantes.

• Agente de Engajamento: Sugeriu um sistema de amigos linguísticos cus-
tomizáveis que reagem positivamente quando compreendidos no idioma-alvo,
complementado por um livro de aventuras pessoal que registra conquistas e
"fotos"de momentos especiais.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Reconhecer e reproduzir vocabulário básico e expressões cotidianas
no idioma-alvo.

• Entender: Compreender instruções simples e conversas contextualizadas no
idioma-alvo.

• Aplicar: Utilizar palavras e frases aprendidas para comunicar necessidades e
ideias simples.

• Analisar: Identificar padrões de construção frasal e relações entre palavras e
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contextos.
• Avaliar: Determinar a adequação de expressões específicas para diferentes

situações comunicativas.
• Criar: Formular novas combinações de palavras e expressões para comunicar

ideias próprias.

Figura A.21: Endo-GDC do jogo “LinguaMagica”

Resultado Final - Endo-GDC do Jogo “LinguaMagica”: O Endo-GDC do
jogo “LinguaMagica” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de tesouros linguísticos colecionáveis e uti-
lizáveis que funcionam como ferramentas de comunicação, com mecânicas de
reconhecimento de fala e pronúncia adaptadas para crianças, e feedback visual
intuitivo.

• Narrativa Integrada: Mundo mágico afetado por "enevoamento linguís-
tico"onde restaurar comunicação entre regiões temáticas requer aprendizado
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do idioma, com personagem companheiro bilíngue que oferece suporte adap-
tativo decrescente.

• Elementos de Engajamento: Criaturas e amigos linguísticos que respon-
dem positivamente quando compreendidos, livro de aventuras personalizado, e
sistema de recompensas baseado em desbloqueio de novas áreas e habilidades
mágicas.

• Avaliação Incorporada: Feedback contextual através de reações dos perso-
nagens, sistema de compreensão que adapta complexidade a partir do desem-
penho, e visualização de progresso no livro de aventuras.

A.22 Estudo de Caso 22: Exploração Espacial e
Astronomia

A.22.1 Design de Jogo para Ensino de Conceitos Astronô-
micos

Este estudo de caso demonstra a aplicação do sistema para o design de um jogo
educacional sobre astronomia, exploração espacial e física básica para estudantes
entre 11-15 anos.

Fase de Brainstorming: Um professor de ciências inseriu as seguintes ideias
iniciais (3 inputs):

• Simulação de missões espaciais com física realista simplificada
• Exploração do sistema solar com dados astronômicos precisos
• Sistema de construção e lançamento de foguetes
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(6 sugestões):
• Progressão histórica das tecnologias e descobertas espaciais
• Multiplayer colaborativo para missões complexas exigindo especialidades dis-

tintas
• Centro de comando com planejamento de missões e gestão de recursos
• Visualização de fenômenos astronômicos como buracos negros e formação es-

telar
• Sistema de pesquisa científica desbloqueando novas tecnologias e capacidades
• Representação de desafios reais da exploração espacial (radiação, microgravi-

dade)

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:
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• “Como equilibrar precisão científica com acessibilidade e diversão?”
• “De que forma o jogo pode representar escalas astronômicas de forma com-

preensível?”
• “Como incorporar princípios de física sem exigir conhecimento matemático

avançado?”
• “Qual abordagem será utilizada para conectar exploração espacial com ques-

tões terrestres?”
• “Como o jogo pode inspirar interesse em carreiras científicas e tecnológicas?”
As respostas geraram os seguintes insights:
• Utilizar níveis configuráveis de realismo físico com explicações contextuais
• Implementar sistema de "zoom cosmológico"com comparações relativas
• Criar visualizações intuitivas de forças e trajetórias com predições visuais
• Desenvolver missões que conectam dados espaciais com aplicações na Terra
• Incorporar perfis inspiradores de cientistas reais e caminhos de carreira

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de planejamento e execução
de missões com física orbital simplificada mas precisa, complementado por
ferramentas de design de espaçonaves com componentes modulares e simulação
de condições espaciais.

• Agente de Narrativa: Desenvolveu uma estrutura narrativa centrada em
uma agência espacial internacional do futuro próximo, com programas de ex-
ploração progressivos desde órbitais terrestres até exploração interplanetária
e missões científicas especializadas.

• Agente de Engajamento: Sugeriu um sistema de conquistas baseadas em
marcos históricos reais da exploração espacial, complementado por um enci-
clopédia astronômica que se expande com descobertas e um componente de
compartilhamento de missões customizadas.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar corpos celestes do sistema solar e suas características
principais.

• Entender: Explicar princípios básicos de física orbital, propulsão e condições
espaciais.

• Aplicar: Utilizar conhecimentos astronômicos para planejar e executar mis-
sões espaciais viáveis.

• Analisar: Interpretar dados científicos coletados durante missões e observa-
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ções astronômicas.
• Avaliar: Julgar a eficiência e viabilidade de diferentes abordagens para desa-

fios da exploração espacial.
• Criar: Desenvolver missões originais e veículos espaciais adaptados a objetivos

científicos específicos.

Figura A.22: Endo-GDC do jogo “CosmicVoyage”

Resultado Final - Endo-GDC do Jogo “CosmicVoyage”: O Endo-GDC do
jogo “CosmicVoyage” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de física orbital simplificada mas precisa
que governa todas as operações espaciais, com mecânicas de design de es-
paçonaves modulares e simulação de condições extraterrestres que refletem
princípios científicos reais.
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• Narrativa Integrada: Agência espacial internacional do futuro próximo com
programas de exploração progressivos, missões inspiradas em objetivos cientí-
ficos reais, e personagens mentores baseados em perfis diversos de cientistas e
astronautas.

• Elementos de Engajamento: Conquistas baseadas em marcos históricos
da exploração espacial, enciclopédia astronômica expansível, e plataforma de
compartilhamento de missões e designs personalizados.

• Avaliação Incorporada: Simulações preditivas de trajetórias e resultados
de missão, análise científica de dados coletados, e recapitulação de decisões
técnicas com explicações contextuais.

A.23 Estudo de Caso 23: Pensamento Crítico e
Lógica

A.23.1 Design de Jogo para Desenvolvimento de Raciocínio
Lógico

Este estudo de caso ilustra a aplicação do sistema para o design de um jogo educa-
cional voltado para o desenvolvimento de pensamento crítico, lógica e habilidades
de argumentação para estudantes do Ensino Médio.

Fase de Brainstorming: Um professor de filosofia inseriu as seguintes ideias
iniciais (2 inputs):

• Jogo sobre identificação de falácias lógicas e construção de argumentos
• Simulação de debates com análise estruturada de argumentação
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(7 sugestões):
• Mundo narrativo onde o pensamento lógico afeta a realidade física
• Sistema de "desconstrução"de afirmações em seus componentes lógicos
• Desafios de investigação baseados em evidências e inferência
• Personagens representando diferentes métodos de raciocínio e vieses cognitivos
• Mecânica de debate competitivo com estrutura formal de argumentação
• Visualização dinâmica de conexões lógicas e relações causais
• Dilemas éticos exigindo aplicação de diferentes sistemas filosóficos

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como tornar conceitos abstratos de lógica formal acessíveis e engajantes?”
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• “De que forma o jogo pode equilibrar o desenvolvimento de pensamento crítico
com respeito a diferentes perspectivas?”

• “Como simular a complexidade de argumentos do mundo real sem simplifica-
ção excessiva?”

• “Qual abordagem será utilizada para incentivar transferência de habilidades
lógicas para contextos cotidianos?”

• “Como o jogo pode evitar reforçar polarização ao abordar tópicos controver-
sos?”

As respostas geraram os seguintes insights:
• Utilizar metáforas visuais e puzzles para representar estruturas lógicas
• Implementar sistema que separa valor de verdade de técnicas de argumentação
• Criar um espectro de complexidade gradual com múltiplas variáveis
• Desenvolver cenários paralelos entre mundo fantástico e aplicações cotidianas
• Focar em temas históricos ou hipotéticos para praticar com distanciamento

emocional

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de "construção lógica"onde pre-
missas e conclusões são representadas como blocos interconectáveis, com ferra-
mentas de análise para identificar inconsistências e falácias, e um mecanismo
de debate estruturado em turnos.

• Agente de Narrativa: Desenvolveu um mundo dividido entre reinos repre-
sentando diferentes abordagens de pensamento (empírico, dedutivo, dialético),
com uma academia de lógica onde o jogador treina para se tornar um "arqui-
teto de argumentos"capaz de resolver conflitos através do raciocínio.

• Agente de Engajamento: Sugeriu um sistema de progressão baseado no
domínio de diferentes estruturas lógicas e técnicas de argumentação, comple-
mentado por torneios de debate com personagens históricos e um diário de
reflexão sobre aplicações no mundo real.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar estruturas lógicas básicas, falácias comuns e tipos de
argumentos.

• Entender: Explicar relações entre premissas e conclusões e como diferentes
estruturas argumentativas funcionam.

• Aplicar: Utilizar ferramentas lógicas para analisar afirmações e construir
argumentos válidos.
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• Analisar: Decompor argumentos complexos em seus componentes e identifi-
car pressupostos implícitos.

• Avaliar: Julgar a solidez de diferentes argumentos considerando validade ló-
gica e evidência factual.

• Criar: Desenvolver linhas argumentativas originais para diferentes contextos
e audiências.

Figura A.23: Endo-GDC do jogo “LogicCraft”

Resultado Final - Endo-GDC do Jogo “LogicCraft”: O Endo-GDC do jogo
“LogicCraft” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de construção lógica com blocos represen-
tando premissas, inferências e conclusões, com ferramentas de análise para
identificar relações, inconsistências e falácias, complementado por um meca-
nismo de debate estruturado.
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• Narrativa Integrada: Mundo dividido entre reinos de pensamento com uma
academia de lógica central, apresentando desafios que exigem diferentes for-
mas de raciocínio e personagens históricos que encarnam tradições filosóficas
distintas.

• Elementos de Engajamento: Progressão através do domínio de estruturas
lógicas e técnicas argumentativas, torneios de debate com dificuldade cres-
cente, e diário reflexivo que conecta aprendizados abstratos com aplicações
concretas.

• Avaliação Incorporada: Visualização dinâmica da estrutura lógica de ar-
gumentos, feedback imediato sobre validade e solidez, e sistema de análise
pós-debate que identifica forças e pontos de melhoria.

A.24 Estudo de Caso 24: Sustentabilidade e Ges-
tão de Recursos

A.24.1 Design de Jogo para Educação Ambiental e Econô-
mica

Este estudo de caso demonstra a aplicação do sistema para o design de um jogo edu-
cacional sobre gestão sustentável de recursos, economia circular e desafios ambientais
para público jovem adulto.

Fase de Brainstorming: Um engenheiro ambiental inseriu as seguintes ideias
iniciais (3 inputs):

• Simulação de cidade com gestão de recursos e impactos ambientais
• Sistema de ciclo de vida de produtos e materiais
• Visualização de externalidades e efeitos de longo prazo
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(6 sugestões):
• Múltiplas escalas de gestão desde individual até global
• Eventos climáticos e crises ambientais que intensificam ao longo do tempo
• Sistema de "fluxo de materiais"visível mostrando ciclos e perdas
• Representação de diferentes stakeholders com interesses e perspectivas diversos
• Integração de inovações tecnológicas e mudanças comportamentais como so-

luções
• Métricas multidimensionais além do crescimento econômico tradicional

Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:
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• “Como o jogo pode representar complexidades de sistemas socioecológicos sem
simplificação excessiva?”

• “De que forma serão equilibradas preocupações ambientais, sociais e econômi-
cas?”

• “Como abordar incertezas e complexidades inerentes à gestão ambiental?”
• “Qual abordagem será utilizada para evitar mensagens prescritivas simplis-

tas?”
• “Como o jogo pode inspirar ação real sem sobrecarregar com ansiedade climá-

tica?”
As respostas geraram os seguintes insights:
• Implementar múltiplas camadas de complexidade que podem ser reveladas

gradualmente
• Utilizar um sistema de dashboard com indicadores interdependentes e trade-

offs visíveis
• Incorporar elementos estocásticos e feedback não-linear para representar in-

certezas
• Apresentar múltiplas soluções viáveis com diferentes compensações
• Focar em capacidade de agência e exemplos de sucesso incremental

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de simulação integrada com
fluxos visíveis de materiais, energia e resíduos atravessando fronteiras espaciais
e temporais, complementado por ferramentas de design de processos e políticas
com feedback em múltiplas dimensões.

• Agente de Narrativa: Desenvolveu uma estrutura centrada em uma região
que evolui ao longo de várias gerações respondendo às decisões dos jogadores,
com personagens representando diferentes setores e visões sobre sustentabili-
dade, e histórias pessoais que humanizam desafios abstratos.

• Agente de Engajamento: Sugeriu um sistema de cenários desafiadores ins-
pirados em casos reais, complementado por um laboratório de inovação para
testar soluções e uma plataforma para compartilhar estratégias bem-sucedidas
e discutir alternativas.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar componentes essenciais de sistemas econômicos e ecoló-
gicos e suas interconexões.

• Entender: Explicar princípios de economia circular, serviços ecossistêmicos
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e externalidades ambientais.
• Aplicar: Implementar estratégias de gestão sustentável adaptadas a diferentes

contextos e limitações.
• Analisar: Examinar fluxos de recursos e impactos através de múltiplas escalas

espaciais e temporais.
• Avaliar: Julgar diferentes abordagens considerando trade-offs e impactos em

diversos stakeholders.
• Criar: Desenvolver inovações e políticas que promovam sustentabilidade

econômica e ambiental de longo prazo.

Figura A.24: Endo-GDC do jogo “EcoSystems”

Resultado Final - Endo-GDC do Jogo “EcoSystems”: O Endo-GDC do
jogo “EcoSystems” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de simulação integrada com fluxos visíveis
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de materiais, energia e resíduos que conecta dimensões econômicas e ecoló-
gicas em múltiplas escalas temporais e espaciais, com feedback em cascata e
interdependências sistêmicas.

• Narrativa Integrada: Região que evolui através de gerações respondendo a
decisões dos jogadores, com personagens representando diferentes perspectivas
e setores, e histórias pessoais que contextualizam desafios sistemáticos em
experiências humanas.

• Elementos de Engajamento: Cenários desafiadores baseados em casos re-
ais, laboratório de inovação para experimentação livre, e plataforma colabo-
rativa para compartilhamento de estratégias e discussão de alternativas.

• Avaliação Incorporada: Dashboard multidimensional visualizando impac-
tos em diferentes indicadores ao longo do tempo, sistema de previsão mos-
trando trajetórias prováveis, e reflexões periódicas sobre valores implícitos em
diferentes escolhas.

A.25 Estudo de Caso 25: Expressão Artística e
Criatividade

A.25.1 Design de Jogo para Desenvolvimento de Habilida-
des Artísticas

Este estudo de caso ilustra a aplicação do sistema para o design de um jogo educa-
cional voltado para desenvolvimento de criatividade, técnicas artísticas e expressão
visual.

Fase de Brainstorming: Uma professora de artes inseriu as seguintes ideias ini-
ciais (3 inputs):

• Jogo focado em exploração de técnicas e meios artísticos diversos
• Sistema de missões inspiradas em movimentos e estilos históricos
• Galeria para compartilhamento e apreciação de criações
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(5 sugestões):
• Mundo onde arte influencia o ambiente e resolve desafios
• Personagens mentores baseados em artistas históricos
• Ferramentas de composição com princípios de design incorporados
• Sistema de desafios criativos com restrições inspiradoras
• Mecânicas de colaboração artística entre jogadores
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Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como o jogo pode desenvolver habilidades técnicas sem limitar expressão
pessoal?”

• “De que forma serão equilibradas diretrizes estruturadas e experimentação
livre?”

• “Como incorporar contexto histórico e cultural sem reduzir arte a fórmulas?”
• “Qual abordagem será utilizada para desenvolver apreciação crítica respei-

tosa?”
• “Como o jogo pode atender diferentes níveis de habilidade e confiança artís-

tica?”
As respostas geraram os seguintes insights:
• Implementar ferramentas que facilitam técnicas mas não restringem resultados
• Alternar entre desafios estruturados e espaços de criação livre
• Apresentar contexto como inspiração e diálogo em vez de regras prescritivas
• Desenvolver vocabulário visual e frameworks para discussão sem julgamento

binário
• Criar múltiplos pontos de entrada e sistemas de suporte adaptáveis

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de ferramentas artísticas que
incorporam princípios fundamentais de design como paletas harmônicas, pro-
porções áureas e teoria das cores, complementado por missões de resolução
criativa de problemas.

• Agente de Narrativa: Desenvolveu um mundo onde a "criatividade primor-
dial"se fragmentou em diferentes tradições artísticas, com mentores inspirados
em artistas históricos guiando o jogador em uma jornada para reunir e revi-
talizar expressão artística.

• Agente de Engajamento: Sugeriu um sistema de exposições temáticas com
desafios criativos variados, complementado por um atelier social para colabo-
ração e apreciação, e um diário visual que documenta a evolução artística do
jogador.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar elementos básicos de design visual, técnicas artísticas e
movimentos históricos.

• Entender: Explicar princípios de composição, teoria das cores e contextos
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culturais de diferentes estilos.
• Aplicar: Utilizar técnicas artísticas e elementos de design para expressar

ideias visuais intencionais.
• Analisar: Examinar como diferentes elementos formais e escolhas técnicas

contribuem para o impacto de uma obra.
• Avaliar: Apreciar criticamente trabalhos artísticos considerando aspectos téc-

nicos, expressivos e contextuais.
• Criar: Desenvolver obras originais que expressem visão pessoal através de

meios visuais.

Figura A.25: Endo-GDC do jogo “ArtSphere”

Resultado Final - Endo-GDC do Jogo “ArtSphere”: O Endo-GDC do jogo
“ArtSphere” integra os seguintes elementos principais:
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• Mecânicas Endógenas: Sistema de ferramentas artísticas que incorporam
princípios fundamentais de design como suporte mas não como restrição, com
missões onde expressão visual funciona como mecanismo principal de interação
com o mundo e resolução de desafios.

• Narrativa Integrada: Mundo onde a "criatividade primordial"fragmentou-se
em tradições artísticas diversas, com mentores inspirados em artistas históricos
representando diferentes abordagens, técnicas e filosofias estéticas.

• Elementos de Engajamento: Exposições temáticas com desafios criativos
variados, atelier social para colaboração e apreciação, e diário visual documen-
tando experimentação e evolução artística individual.

• Avaliação Incorporada: Feedback contextualizado que considera intenção
e processo além do resultado, sistema de reflexão que desenvolve vocabulário
visual e pensamento crítico, e galerias que celebram diversidade de expressão.

A.26 Estudo de Caso 26: Programação e Pensa-
mento Computacional

A.26.1 Design de Jogo para Ensino de Conceitos de Pro-
gramação

Este estudo de caso demonstra a aplicação do sistema para o design de um jogo
educacional sobre programação e pensamento computacional para adolescentes (12-
16 anos).

Fase de Brainstorming: Um educador de tecnologia inseriu as seguintes ideias
iniciais (2 inputs):

• Jogo que ensina fundamentos de programação sem depender de sintaxe espe-
cífica

• Ambiente sandbox para criação de soluções para problemas incrementais
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(7 sugestões):
• Mundo onde código afeta o ambiente físico de forma visual
• Personagens controlados através de sequências lógicas programáveis
• Progressão desde sequências simples até estruturas algorítmicas complexas
• Sistema de "depuração"visual que torna erros compreensíveis
• Mecânicas de colaboração onde diferentes funções de código interagem
• Desafios baseados em problemas computacionais do mundo real
• Interface dual que conecta blocos visuais a código textual
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Fase de Método Socrático: O Agente Socrático aplicou as seguintes questões
reflexivas:

• “Como o jogo pode desenvolver pensamento computacional sem focar em uma
linguagem específica?”

• “De que forma a progressão pode atender diferentes ritmos de aprendizado?”
• “Como representar conceitos abstratos de programação de maneira tangível e

visual?”
• “Qual abordagem será utilizada para tornar a depuração um processo positivo

em vez de frustrante?”
• “Como o jogo pode desenvolver criatividade além da aplicação mecânica de

conceitos?”
As respostas geraram os seguintes insights:
• Focar em padrões lógicos e estruturas algorítmicas fundamentais
• Implementar sistema adaptativo com múltiplos caminhos de progressão
• Utilizar metáforas visuais consistentes para representar conceitos
• Transformar depuração em mecânica de investigação com feedback construtivo
• Criar espaços de experimentação livre com desafios de final aberto

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuíram com sugestões específicas:

• Agente de Mecânicas: Propôs um sistema de "programação visual tangí-
vel"onde blocos lógicos afetam um mundo responsivo, com transição gradual
para sintaxe textual, complementado por ferramentas de simulação que per-
mitem testar e refinar soluções incrementalmente.

• Agente de Narrativa: Desenvolveu um mundo digital que perdeu sua es-
trutura lógica, onde o jogador como "arquiteto de código"deve restaurar fun-
cionalidade através de sequências lógicas, com áreas temáticas representando
diferentes conceitos computacionais.

• Agente de Engajamento: Sugeriu um sistema de desafios progressivos ins-
pirados em problemas computacionais reais, complementado por um reposi-
tório de soluções compartilháveis e um modo criativo para aplicação livre dos
conceitos aprendidos.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:

• Lembrar: Identificar estruturas fundamentais de programação como sequên-
cias, loops e condicionais.

• Entender: Explicar como diferentes estruturas algorítmicas funcionam e in-
teragem para resolver problemas.
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• Aplicar: Utilizar conceitos de programação para criar soluções funcionais
para problemas específicos.

• Analisar: Decompor problemas complexos em componentes menores e iden-
tificar padrões algorítmicos.

• Avaliar: Comparar diferentes soluções de código considerando eficiência, le-
gibilidade e escalabilidade.

• Criar: Desenvolver programas originais que apliquem conceitos computacio-
nais para resolver problemas diversos.

Figura A.26: Endo-GDC do jogo “CodeRealm”

Resultado Final - Endo-GDC do Jogo “CodeRealm”: O Endo-GDC do jogo
“CodeRealm” integra os seguintes elementos principais:

• Mecânicas Endógenas: Sistema de programação visual tangível onde blocos
lógicos manipulam um mundo responsivo, com transição gradual para sintaxe
textual, e ferramentas de simulação que permitem testar e refinar soluções de
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forma iterativa e visual.
• Narrativa Integrada: Mundo digital que perdeu sua estrutura lógica e pre-

cisa ser reconstruído através de código, com áreas temáticas representando
diferentes paradigmas computacionais e personagens que incorporam concei-
tos de programação específicos.

• Elementos de Engajamento: Desafios progressivos inspirados em proble-
mas computacionais reais, repositório de soluções compartilháveis, e modo
criativo onde conceitos aprendidos podem ser aplicados em projetos pessoais
sem restrições.

• Avaliação Incorporada: Visualização em tempo real da execução de código,
sistema de depuração que identifica e explica erros de forma construtiva, e
análise automática que sugere otimizações e abordagens alternativas.
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