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Resumo da Dissertacao apresentada a COPPE/UFRJ como parte dos requisitos

necessarios para a obtengao do grau de Mestre em Ciéncias (M.Sc.)

UMA ABORDAGEM COM MULTIAGENTES BASEADOS EM LLMS PARA O
DESIGN DE JOGOS EDUCATIVOS

Caio Silva Azeredo

Junho/2025

Orientador: Geraldo Bonorino Xexéo

Programa: Engenharia de Sistemas e Computagao

Este estudo desenvolveu um sistema multiagente baseado em Grandes Modelos
de Linguagem (LLMs) para otimizar o processo de design de jogos educacionais
endogenos. A pesquisa foi conduzida por meio da metodologia Design Science Re-
search, seguindo as etapas de conscientizagao do problema, proposi¢ao do artefato,
desenvolvimento, avaliacdo e comunicacao dos resultados. O sistema integra quatro
modulos funcionais especializados: Brainstorming assistido por TA, Agente Socratico
para refinamento conceitual, preenchimento assistido do Endo-GDC (Game Design
Canvas para Jogos Educativos Enddgenos), e classificagdo de objetivos educacionais
baseada na Taxonomia de Bloom Revisada. Foram analisados 26 estudos de caso
abrangendo diferentes contextos educacionais, desde ensino fundamental até forma-
¢ao corporativa, contemplando disciplinas como matemaética, ciéncias, idiomas. Os
agentes foram categorizados em quatro tipos: Coordenador, Especialista em Me-
canicas, Especialista em Narrativa e Especialista em Engajamento. Os resultados
evidenciaram alta aceitacao tecnoldgica, com utilidade percebida de 6.23 em escala
de 7 pontos, adequagao tarefa-tecnologia de 5.95, experiéncia algoritmica satisfatéria
de 5.80 e efetividade processual de 5.89. Como parte da validagao, foram aplicados
quatro frameworks estabelecidos (TAM, TTF, AX e ADDIE), que confirmaram a
eficacia do sistema em reduzir tempo de desenvolvimento mantendo qualidade pe-
dagogica. Concluiu-se que a abordagem multiagente baseada em LLMs representa
uma ferramenta robusta para democratizar o acesso ao design de jogos educacio-
nais, mostrando-se promissora para acelerar a inovagao pedagogica e ampliar o uso

de metodologias ativas na educacao.
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Abstract of Dissertation presented to COPPE/UFRJ as a partial fulfillment of the

requirements for the degree of Master of Science (M.Sc.)

AN APPROACH USING LLM-BASED MULTI-AGENTS FOR EDUCATIONAL
GAME DESIGN

Caio Silva Azeredo

June/2025

Advisor: Geraldo Bonorino Xexéo

Department: Systems Engineering and Computer Science

This study developed a multi-agent system based on Large Language Models
(LLMs) to optimize the design process of endogenous educational games. The re-
search was conducted using Design Science Research methodology, following the
stages of problem awareness, artifact proposition, development, evaluation, and
communication of results. The system integrates four specialized functional mod-
ules: Al-assisted Brainstorming, Socratic Agent for conceptual refinement, as-
sisted completion of Endo-GDC (Game Design Canvas for Endogenous Educational
Games), and educational objectives classification based on Bloom’s Revised Tax-
onomy. Twenty-six case studies were analyzed spanning different educational con-
texts, from elementary education to corporate training, encompassing subjects such
as mathematics, sciences, languages. Agents were categorized into four types: Co-
ordinator, Mechanics Specialist, Narrative Specialist, and Engagement Specialist.
Results evidenced high technological acceptance, with perceived usefulness of 6.23
on a 7-point scale, task-technology fit of 5.95, satisfactory algorithmic experience
of 5.80, and processual effectiveness of 5.89. As part of validation, four established
frameworks (TAM, TTF, AX, and ADDIE) were applied, confirming system ef-
fectiveness in reducing development time while maintaining pedagogical quality. It
was concluded that the LLM-based multi-agent approach represents a robust tool for
democratizing access to educational game design, showing promise for accelerating

pedagogical innovation and expanding the use of active methodologies in educatio
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Capitulo 1

Introducao

Este capitulo apresenta o contexto da pesquisa sobre sistemas multiagentes baseados
em LLMs para design de jogos educativos, estabelecendo a problematica do desen-
volvimento de jogos educacionais enddgenos, a justificativa para aplicacao de tecno-
logias emergentes neste contexto, e os objetivos que orientam o desenvolvimento de
uma solucao automatizada para otimizagao do processo de design pedagogico.

O desenvolvimento de jogos educacionais enfrenta desafios relacionados a com-
plexidade na integracao de elementos lidicos com objetivos pedagbgicos e ao tempo
necessario para criacao de experiéncias de aprendizagem (PRENSKY] 2001). Desig-
ners educacionais necessitam conhecimento especializado tanto em design de jogos
quanto em pedagogia, além de enfrentarem dificuldades na classificagao e defini¢ao
de objetivos educacionais adequados (TAUCEI, [2019)).

Os Grandes Modelos de Linguagem (LLMs) apresentam capacidades de proces-
samento de linguagem natural que podem ser aplicadas em sistemas multiagentes
para automacao de processos de design (ZHANG et all |2024¢)). A integracao destas
tecnologias em ferramentas de design de jogos educacionais representa uma oportu-
nidade para otimizac¢ao do processo de desenvolvimento e democratizagao do acesso
a estas metodologias pedagdgicas.

Esta dissertacao apresenta um sistema multiagente baseado em LLMs para oti-
mizar o design de jogos educacionais endogenos através do preenchimento assistido
do Endo-GDC (Game Design Canvas para Jogos Educativos Endégenos). O sistema
integra quatro modulos funcionais: brainstorming assistido por IA, agente socratico
para refinamento conceitual, preenchimento assistido do canvas, e classificacao de

objetivos educacionais baseada na Taxonomia de Bloom.

1.1 Justificativa

A criacao de jogos educacionais requer tempo consideravel e conhecimento especiali-

zado, limitando sua adoc¢ao em contextos educacionais (PRENSKY], 2001). Estudos



indicam que o processo de design de jogos educacionais endégenos demanda com-
preensao simultanea de mecanicas de jogo, objetivos pedagogicos e estratégias de
engajamento (TAUCEI, 2019).

Os sistemas multiagentes baseados em LLMs demonstram capacidades de coor-
denacao e comunicagao que podem ser aplicadas para automacgao de processos com-
plexos (CHEN et al.,|2023c|). A aplicagao destas tecnologias no contexto educacional
pode contribuir para reducao do tempo de desenvolvimento mantendo qualidade pe-
dagogica.

O Endo-GDC constitui uma ferramenta estruturada para design de jogos edu-
cacionais, porém seu preenchimento manual demanda conhecimento especializado e
tempo consideravel (TAUCEIL 2019). A automagao assistida deste processo através
de sistemas multiagentes pode ampliar o acesso a metodologias de gamificagao na
educagao.

A pesquisa justifica-se pela necessidade de democratizacdo das ferramentas de
design educacional e pela oportunidade de aplicacao de tecnologias emergentes para
solugao de problemas praticos no contexto pedagdgico.

O desenvolvimento de jogos educacionais requer a integracao entre elementos
de design de jogos e principios pedagodgicos. Esta integracdao fundamenta-se nos
estudos de MAYER] (2014), que estabelece principios cognitivos para o design de
materiais educacionais multimidia, e de CLARK e MAYER (2016), que expandem
estes principios para ambientes digitais interativos.

A criacao de jogos educacionais demanda processos estruturados de desenvolvi-
mento. BOYLE et al.| (2016)), em uma revisao sistematica com 143 estudos, identi-
ficou elementos centrais para a eficacia dos jogos educacionais, incluindo objetivos
de aprendizagem claros e feedback imediato e progressao adequada de dificuldade.

A implementagao de jogos educacionais em contextos escolares apresenta de-
safios especificos de integracao curricular. Um estudo longitudinal conduzido por
ABDUL JABBAR e FELICIA| (2015)) com 91 publicacoes revelou que a efetividade
dos jogos educacionais depende de sua insercao em um planejamento pedagdgico
estruturado. Esta conclusao alinha-se com os resultados de ALL et al.| (2014]), que
propoem um framework para avaliagao sistematica da implementacao de jogos edu-
cacionais.

A medicao do impacto dos jogos na aprendizagem requer metodologias espe-
cificas. (CLARK et al.| (2016)), em uma meta-andlise com 57 estudos comparativos,
estabeleceram protocolos para avaliagao de resultados educacionais em jogos digitais.
Estes protocolos foram expandidos por |QIAN e CLARK] (2016)), que analisaram 137
artigos para identificar métricas de avaliagdo em diferentes contextos educacionais.

Os mecanismos pelos quais os jogos educacionais promovem aprendizagem

fundamentam-se em teorias cognitivas estabelecidas. [MAYER et al.| (2019) condu-



ziram experimentos controlados demonstrando como elementos de jogos ativam pro-
cessos cognitivos especificos. Estes resultados complementam os estudos de SHUTE
et all (2015), que estabeleceram correlagoes entre mecanicas de jogo e desenvolvi-
mento de habilidades cognitivas através de analise de dados de 300 participantes.

O desenvolvimento de metodologias para criagdo de jogos educacionais constitui
um campo em expansao. |ARNAB et al.| (2015) propoem um framework que associa
mecanicas de jogo a objetivos pedagogicos, baseado na andalise de 42 casos de im-
plementacao. Este trabalho fundamenta-se nos estudos de LAMERAS et al.| (2017)),
que identificaram padroes de design em 165 jogos educacionais.

A incorporacao de técnicas de Inteligéncia Artificial em jogos educacionais repre-
senta uma fronteira de pesquisa. LIU et al|(2017)) realizaram uma revisao sistemé-
tica de 50 estudos sobre aplicagoes de TA em jogos educacionais, identificando contri-
buigoes para adaptacao de contetdo e avaliacao de aprendizagem. Estas conclusoes
sao corroboradas por HOLMES et al.| (2019)), que analisaram 75 implementagoes de

TA em ambientes educacionais.

1.2 Contextualizacao do Problema

O desenvolvimento de jogos educacionais constitui um desafio multidisciplinar que
intersecta conhecimentos pedagdgicos, tecnolégicos e de design de jogos. Esta in-
terseccao, embora promissora para a criacao de experiéncias de aprendizagem ino-
vadoras, apresenta complexidades que limitam significativamente a capacidade de

educadores e institui¢oes de desenvolverem recursos educacionais digitais de quali-
dade.

1.2.1 Complexidade Multidisciplinar no Design Educacio-

nal

A criacao de jogos educacionais eficazes demanda expertise simultanea em multiplas
areas do conhecimento. Conforme destacado por (PRENSKY] [2001)), os jogos digi-
tais podem ser incorporados nos processos educacionais, mas esta integracao requer
compreensao profunda tanto dos mecanismos de engajamento dos jogos quanto dos
processos cognitivos da aprendizagem.

O processo tradicional de design instrucional, fundamentado no modelo AD-
DIE (BRANCH] [2009), quando aplicado ao contexto de jogos educacionais, torna-se
exponencialmente mais complexo. Educadores precisam navegar simultaneamente
entre analise de necessidades de aprendizagem, principios de design de jogos, teorias
de motivacao, tecnologias de desenvolvimento e metodologias de avaliagao educaci-

onal.



Esta multiplicidade de competéncias necessarias cria uma barreira de entrada
elevada que restringe o desenvolvimento de jogos educacionais a equipes especializa-
das e recursos consideraveis, frequentemente inacessiveis para educadores individuais

ou institui¢coes com limitagdes orcamentarias.

1.2.2 Tensoes na Integracao Pedagoégico-Ludica

A literatura especializada identifica tensoes inerentes entre objetivos educacionais
e mecanicas de jogo. (GEE, 2003) documenta como os videogames influenciam o
aprendizado através de principios especificos, mas a aplicagao destes principios no
design educacional requer equilibrio delicado entre elementos lidicos e pedagogicos.

Elementos que promovem engajamento e diversao podem inadvertidamente des-
viar a aten¢do do contetido educacional central. Por outro lado, foco excessivo nos
aspectos pedagogicos pode resultar em experiéncias lidicas artificiais e pouco envol-
ventes, comprometendo o potencial motivacional dos jogos.

Jogos educacionais endégenos, nos quais o conteudo educacional é integrado as
mecanicas centrais ao invés de ser adicionado como camada superficial (TAUCEI,
2019), representam uma abordagem promissora para resolver esta tensao. Contudo,
o design de jogos enddgenos é particularmente desafiador, pois requer identificagao
criativa de formas auténticas de integracao entre dominio educacional e mecanicas

de jogo.

1.2.3 Limitacoes Temporais e de Recursos no Desenvolvi-

mento

O desenvolvimento de jogos educacionais de qualidade constitui um processo inten-
sivo em tempo e recursos. (BOLLER e KAPP, [2017)) destacam que métodos de
design de jogos educacionais demandam itera¢oes multiplas e refinamentos constan-
tes para garantir efetividade pedagogica.

Esta demanda temporal é particularmente probleméatica no contexto educacio-
nal, onde curriculos evoluem rapidamente, necessidades especificas de aprendizagem
requerem respostas ageis, e recursos para desenvolvimento sao frequentemente li-
mitados. A lacuna entre o tempo necessario para desenvolvimento de qualidade
e os prazos educacionais tipicos resulta frequentemente em solu¢oes subdtimas ou
abandono de projetos.

Além do tempo de desenvolvimento, custos associados a expertise multidiscipli-
nar, ferramentas de desenvolvimento, prototipagem, testes de usabilidade e iteragoes
baseadas em feedback frequentemente excedem orcamentos disponiveis para insti-

tuicoes educacionais.



1.2.4 Desafios na Formulagao de Objetivos Educacionais

A defini¢ao de objetivos educacionais claros, mensuraveis e pedagogicamente funda-
mentados constitui etapa crucial no design instrucional. A Taxonomia de Bloom,
particularmente em sua versao revisada (CHURCHES, 2008), fornece framework
estruturado para classificacao de objetivos em diferentes niveis cognitivos.

No contexto de jogos educacionais, esta tarefa torna-se particularmente com-
plexa devido a necessidade de traduzir objetivos abstratos em mecanicas de jogo
concretas e mensuraveis. A aplicacdo pratica da Taxonomia de Bloom no design de
jogos requer compreensao de como diferentes mecanicas podem suportar processos
cognitivos especificos, desde recordacao factual até criacdo de conhecimento novo.

Educadores frequentemente enfrentam dificuldades para articular objetivos edu-
cacionais de forma precisa e operacional, especialmente quando devem considerar
simultaneamente aspectos cognitivos, afetivos e psicomotores da aprendizagem in-

tegrados a experiéncia ladica.

1.2.5 Escassez de Ferramentas Especializadas

O ecossistema atual de ferramentas de desenvolvimento apresenta dicotomia pro-
blematica. Ferramentas de desenvolvimento de jogos convencionais focam primari-
amente em aspectos técnicos e de entretenimento, oferecendo suporte limitado para
consideracoes pedagogicas especificas.

Por outro lado, ferramentas de design instrucional tradicionais nao contemplam
adequadamente as especificidades do desenvolvimento de jogos, particularmente os
aspectos relacionados a integragao organica entre conteiido educacional e mecanicas
ludicas.

Esta lacuna resulta em processos de desenvolvimento fragmentados, nos quais
designers educacionais utilizam multiplas ferramentas desconectadas, aumentando
complexidade, tempo de desenvolvimento e probabilidade de inconsisténcias entre

componentes pedagogicos e ludicos.

1.2.6 Limitacoes do Conhecimento Especializado Disponivel

A interseccao entre design de jogos e educacgao constitui dominio de conhecimento
altamente especializado. Como observado por (KALMPOURTZIS, 2018), a criagao
de jogos educacionais envolve integracao de multiplos elementos de design e peda-
gogia, demandando expertise que raramente se encontra concentrada em individuos
ou equipes.

Esta escassez de expertise especializada resulta frequentemente em situacoes su-

bétimas: jogos tecnicamente sofisticados mas pedagogicamente deficientes, ou recur-



sos educacionalmente s6lidos mas com baixo potencial de engajamento e motivagao.
A literatura académica sobre melhores praticas para design de jogos educacionais,
embora crescente, permanece fragmentada entre diferentes disciplinas, dificultando

o acesso a conhecimento consolidado e aplicavel por parte de educadores e designers.

1.2.7 Desafios de Personalizacao e Contextualizacao

Contextos educacionais apresentam heterogeneidade significativa em termos de obje-
tivos curriculares, caracteristicas dos aprendizes, recursos disponiveis, culturas orga-
nizacionais e necessidades especificas de aprendizagem. Jogos educacionais eficazes
devem ser adaptaveis a esta diversidade sem comprometer qualidade ou coeréncia
pedagdgica.

A personalizacao de jogos educacionais para diferentes perfis de aprendizes, ni-
veis de conhecimento prévio e contextos institucionais especificos requer sofisticacao
técnica e pedagogica que excede as capacidades de desenvolvimento disponiveis para
a maioria dos educadores.

Esta limitacao resulta frequentemente em recursos educacionais genéricos que
podem nao atender adequadamente as necessidades especificas de contextos educa-

cionais particulares, reduzindo potencial de impacto e efetividade pedagdgica.

1.2.8 Oportunidades Tecnolégicas Emergentes

O desenvolvimento acelerado de tecnologias de inteligéncia artificial, particularmente
dos Grandes Modelos de Linguagem (LLMs), cria oportunidades inéditas para au-
tomagao e assisténcia em processos criativos complexos. Conforme documentado
na literatura recente sobre aplicagoes de LLMs em contextos educacionais (ZHANG
et all, |2024¢), estas tecnologias demonstram capacidades de processamento de lin-
guagem natural, geracao de contetido contextualizado e simulagao de diferentes tipos
de expertise.

A capacidade dos LLMs de compreender requisitos educacionais expressos em
linguagem natural, gerar sugestoes contextualmente relevantes e simular diferentes
perspectivas especializadas oferece potencial transformador para o design de jogos
educacionais. Sistemas baseados em LLMs poderiam, teoricamente, assistir edu-
cadores na geracao de ideias, refinamento de conceitos, formulagao de objetivos
educacionais e estruturacao de experiéncias de aprendizagem.

Contudo, a aplicagao pratica destas tecnologias no contexto especifico do design
de jogos educacionais permanece largamente inexplorada, representando lacuna sig-

nificativa entre potencial tecnolégico e aplicacdo educacional concreta.



1.2.9 Sintese da Problematica

A convergéncia destes desafios resulta em cenario onde o desenvolvimento de jogos
educacionais de qualidade permanece acessivel apenas a parcela limitada de profis-
sionais e instituigoes com recursos especializados consideraveis. Esta limitagcao tem
implicagoes diretas para a qualidade e diversidade dos recursos educacionais digitais
disponiveis.

As barreiras identificadas complexidade multidisciplinar, tensdes pedagogico-
ludicas, limitagoes temporais e de recursos, dificuldades na formulacao de objetivos,
escassez de ferramentas especializadas, limitagoes de expertise e desafios de perso-
nalizacdo convergem para criar um gargalo significativo na inova¢ao educacional
digital.

A necessidade de democratizar o acesso a ferramentas e processos de design de
jogos educacionais torna-se, portanto, questao nao apenas técnica, mas também de
equidade educacional. Solugoes que reduzam barreiras de entrada, acelerem pro-
cessos de desenvolvimento e mantenham qualidade pedagdgica podem ter impacto
significativo na adocao de metodologias ativas de aprendizagem.

E neste contexto de desafios convergentes e oportunidades tecnolégicas emergen-
tes que se insere a presente pesquisa, propondo a aplicagao de sistemas multiagentes
baseados em LLMs como abordagem inovadora para otimizar e democratizar o pro-

cesso de design de jogos educacionais endogenos.

1.3 Objetivos

O objetivo principal desta pesquisa ¢ desenvolver e validar uma abordagem que
incorpore técnicas de Inteligéncia Artificial para otimizar e automatizar
o processo de design de jogos educacionais.

Este trabalho foca especialmente no preenchimento assistido do Endo-GDC
(Game Design Canvas para Jogos Educativos Endégenos), visando reduzir a comple-
xidade e o tempo necessario para o desenvolvimento de jogos educacionais eficazes
(TAUCEIL, [2019).

A proposta busca integrar os avancos recentes em [A com as metodologias esta-

belecidas de design de jogos educacionais, criando uma ferramenta que possa:

Facilitar o processo de design e desenvolvimento de jogos educacionais

Manter a qualidade e eficicia pedagogica do método original

Reduzir o tempo e recursos necessarios para o desenvolvimento

Promover maior consisténcia nos resultados produzidos



1.3.1 Objetivos Especificos

Investigar Métodos de Assisténcia Inteligente para Geracao de Ideias

Educacionais

Analisar como sistemas baseados em LLMs podem auxiliar educadores no processo
criativo de geracao e organizacao de conceitos para jogos educacionais, investigando
técnicas de processamento de linguagem natural que facilitem a expansao e refina-
mento de ideias iniciais, bem como mecanismos de categorizacao e validagao auto-

matica de propostas educacionais.

Desenvolver Abordagens para Refinamento Conceitual em Design Edu-

cacional

Investigar a aplicacao de métodos socraticos automatizados para promover reflexao
critica e refinamento de conceitos educacionais, explorando como questionamento
estruturado pode identificar inconsisténcias, lacunas e oportunidades de melhoria
em propostas de jogos educacionais, contribuindo para maior rigor pedagogico no

processo de design.

Examinar Estratégias de Automacao para Classificagao de Objetivos Edu-

cacionais

Investigar métodos computacionais para classificacdo e formulacdo automatica de
objetivos educacionais alinhados com frameworks pedagbgicos estabelecidos, parti-
cularmente a Taxonomia de Bloom Revisada, analisando como técnicas de proces-
samento de linguagem natural podem identificar e categorizar objetivos de aprendi-

zagem de forma pedagogicamente consistente.

Analisar Abordagens Multiagentes para Suporte ao Design Instrucional

Examinar como sistemas multiagentes especializados podem colaborar para assistir
o processo de design de jogos educacionais, investigando mecanismos de coordenagao
entre agentes com diferentes expertises e analisando estratégias para manutencao da

coeréncia global em processos de design colaborativo assistido por TA.

Avaliar a Eficicia de Sistemas de Assisténcia Automatizada no Contexto

Educacional

Investigar a aceitacao, utilidade percebida e adequacao de sistemas baseados em
LLMs para design educacional, analisando como educadores interagem com ferra-
mentas de assisténcia inteligente e examinando fatores que influenciam a adocgao e

efetividade de tecnologias emergentes em contextos pedagogicos.



Desenvolver Framework para Integracao de IA no Design de Jogos Edu-

cacionais

Propor e validar um framework conceitual para integracao de tecnologias de inteli-
géncia artificial no processo de design de jogos educacionais endégenos, investigando
principios de design que preservem a autonomia do educador enquanto amplificam

suas capacidades criativas e pedagogicas através de assisténcia automatizada.

1.4 Design Science Research como Abordagem

Metodolégica

Esta pesquisa adota o Design Science Research (DSR) como abordagem metodolé-
gica para o desenvolvimento de um sistema multiagente baseado em LLMs para o
design de jogos educativos endogenos. A escolha do DSR deve-se a sua caracteristica
de conectar a relevancia pratica com o rigor cientifico, permitindo o desenvolvimento
e a avaliacao de artefatos tecnoldgicos inovadores voltados para solucionar problemas
reais (DRESCH et al., [2020)).

O desenvolvimento de jogos educacionais apresenta desafios especificos, prin-
cipalmente relacionados a complexidade e ao tempo necessario para a criagao de
experiéncias pedagégicas efetivas (TAUCEIL [2019). O preenchimento assistido do
Endo-GDC (Game Design Canvas para Jogos Educativos Enddgenos) representa
uma oportunidade para a integracao de tecnologias de Inteligéncia Artificial, vi-
sando otimizar este processo.

O DSR constitui uma abordagem de pesquisa cientifica rigorosa orientada a
concepcao de artefatos que resolvam problemas relevantes, contribuindo simultane-
amente para o avango do conhecimento cientifico (PIMENTEL et al., [2020a). Esta
metodologia ¢ particularmente adequada para pesquisas em computacao aplicada a
educagao, como evidenciado em trabalhos anteriores no desenvolvimento de jogos
educacionais (COSTA et al., 2024; NOEL et al., [2021).

O DSR diferencia-se de outras abordagens de pesquisa por seu foco na produ-
¢ao de artefatos que visam transformar a realidade existente em estados preferiveis
(VOM BROCKE et al., [2020). Como destacam (DRESCH et al.l 2020), enquanto
as ciéncias tradicionais buscam entender "o que é", o DSR procura compreender "o
que funciona", estabelecendo um paradigma orientado a solucao de problemas.

Segundo (PIMENTEL et all 2020b)), o DSR caracteriza-se por:

e Foco na solucao de problemas relevantes e praticos

o Producao de artefatos inovadores (constructos, modelos, métodos ou instan-

ciagoes)

o Avaliacao rigorosa das contribuicoes do artefato



o Articulacao clara entre a pesquisa e problemas do mundo real

o Comunicagao efetiva dos resultados para audiéncias académicas e profissionais

Esta metodologia cria um ciclo virtuoso entre a construcao do artefato e a ge-
racao de conhecimento, onde a pratica alimenta a teoria e vice-versa, promovendo
uma pesquisa pragmatica e orientada a utilidade, sem abrir mao do rigor cientifico

necessario para a geragao de conhecimento confidvel (DRESCH et al., 2020).
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Capitulo 2
Fundamentos tedricos

Este capitulo apresenta as bases conceituais que fundamentam a pesquisa, abor-
dando teorias de ensino e aprendizagem, sistemas multiagentes, Grandes Modelos
de Linguagem, metodologias de design de jogos educacionais, e a integragao tecno-

logica necessaria para o desenvolvimento do sistema proposto.

2.1 Ensino e Aprendizagem

A transformacao das tecnologias digitais na educacao levou a mudancgas nos proces-
sos de ensino e aprendizagem. (PRENSKY) [2001)) desenvolveu uma andlise sobre as
caracteristicas das novas geracoes de estudantes e sua relacdo com tecnologias digi-
tais, propondo o termo "nativos digitais". O estudo estabelece bases tedricas sobre
como o0s jogos digitais podem ser incorporados nos processos educacionais, iden-
tificando padroes de comportamento e aprendizagem especificos desta geragao. A
pesquisa também apresenta métodos praticos para integracao de elementos digitais
no ensino, baseando-se em estudos de caso e experimentos realizados em diferen-
tes contextos educacionais. As pesquisas sobre videogames e educacao demonstram
conexoes entre os mecanismos de engajamento dos jogos e 0s processos cognitivos.
(GEE, 2003)) conduziu um estudo extensivo sobre como os videogames influenciam
o aprendizado, analisando os elementos estruturais dos jogos que se relacionam com
teorias educacionais estabelecidas. A pesquisa examinou diversos titulos comerciais
e educacionais, identificando 36 principios de aprendizagem presentes nos jogos bem
sucedidos. O trabalho também incluiu observagoes sobre como estes principios se
manifestam em diferentes contextos educacionais e como podem ser adaptados para
diferentes objetivos pedagdgicos.

Os principios de aprendizagem presentes nos videogames fornecem estruturas
para desenvolvimento de praticas educacionais. (GEE, 2007) examinou padrdes de
interacao e aprendizagem em jogos digitais, documentando como diferentes meca-

nicas de jogo se relacionam com processos cognitivos especificos. O estudo incluiu
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analise de dados de sessoes de jogo, entrevistas com desenvolvedadores e educado-
res, e experimentos controlados em ambientes educacionais. A pesquisa identificou
correlacoes entre elementos de design de jogos e resultados de aprendizagem, apre-
sentando um framework para implementacao destes principios em contextos educa-
cionais diversos.

O desenvolvimento dos jogos sérios como ferramentas educacionais apresenta ca-
racteristicas especificas que os distinguem dos jogos de entretenimento. (MICHAEL
e CHEN, 2005) realizou um mapeamento sistematico do campo dos jogos sérios,
documentando suas aplicagdoes em educagao, treinamento e diferentes setores pro-
fissionais. O estudo examinou mais de 100 casos de implementacao, identificando
fatores criticos para o sucesso dos jogos sérios em diferentes contextos. Os auto-
res também desenvolveram um framework para avaliacao e implementacao de jogos
sérios, baseado em dados coletados de institui¢coes educacionais e organizagoes que
utilizam esta abordagem.

As interagoes entre jogadores e sistemas de jogos criam padroes especificos de
participagdo e aprendizagem. (SQUIRE, 2011) conduziu uma pesquisa extensiva
sobre como videogames promovem aprendizagem participativa, analisando dados de
interagoes em ambientes educacionais gamificados. O estudo examinou como dife-
rentes tipos de jogos afetam o engajamento dos estudantes, documentando padroes
de participagdo e colaboracao em ambientes de aprendizagem. A pesquisa tam-
bém desenvolveu métodos para integracao de elementos participativos em design
de jogos educacionais, baseados em observagoes sistematicas de comportamento dos
estudante

A criagao de jogos educacionais envolve a integracao de multiplos elementos de
design e pedagogia. (KALMPOURTZIS, 2018) conduziu uma investigagao sobre os
componentes fundamentais do design de jogos educacionais, analisando dados de
desenvolvimento e implementacdo de mais de 50 projetos. O estudo examinou as
relacoes entre objetivos pedagdgicos, mecanicas de jogo e Engajamento dos estudan-
tes, identificando padroes de design que contribuem para resultados educacionais.
A pesquisa também desenvolveu metodologias para avaliacao e iteracao de jogos
educacionais, baseadas em métricas quantitativas e qualitativas.

Os processos de design de jogos educacionais demandam metodologias especifi-
cas para garantir efetividade pedagdgica. (BOLLER e KAPP| 2017) realizou um
estudo sistematico sobre métodos de design de jogos educacionais, compilando da-
dos de multiplos projetos e experimentos em ambientes educacionais. A pesquisa
estabeleceu correlagoes entre elementos de design e resultados de aprendizagem, de-
senvolvendo um conjunto de diretrizes baseadas em evidéncias para criagao de jogos
educacionais. O trabalho também inclui analises de casos de implementacao em

diferentes contextos, identificando fatores que influenciam o sucesso dos jogos como
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ferramentas de aprendizagem.

No cenario educacional contemporaneo, a crescente integracao de tecnologias
digitais impulsiona a busca por métodos inovadores de ensino-aprendizagem. Essa
tendéncia é fundamentada em abordagens que enfatizam a importancia de ambientes
dindmicos e colaborativos, capazes de estimular a participagao ativa dos alunos
(GEE, 2007; PRENSKY], [2001). Estudos indicam que tais ambientes favorecem néao
apenas a aprendizagem, mas também o desenvolvimento de competéncias essenciais
para o século XXI (PLASS et al, 2015; SAILER et al., |2017)).

O desenvolvimento de jogos educacionais eficazes requer uma compreensao tanto
dos principios de design de jogos quanto das teorias pedagdgicas fundamentais (GEE,
2007; PRENSKY/, 2001). Essa intersecgao entre ludicidade e pedagogia apresenta
desafios 1unicos, demandando abordagens metodolégicas especificas e ferramentas
adequadas para sua implementagao (ECK [2006]).

A complexidade inerente a esse processo tem motivado pesquisadores e desen-
volvedores a buscar solugoes inovadoras que possam otimizar e facilitar a criagao de
jogos educacionais de qualidade (ECK] 2006).

2.1.1 Taxionomia de Bloom

A Taxonomia de Bloom emergiu de um processo sistematico de classificacao de
objetivos educacionais, publicado em 1964 por uma comissao multi-institucional
de educadores liderada por Benjamin Bloom. O framework original, publicado em
BLOOM et al.|(1964)), estabelece uma hierarquia de processos cognitivos estruturada
em seis niveis. A taxonomia resultou de extensivas discussoes e andlises de mais de 30
especialistas ao longo de conferéncias realizadas entre 1949 e 1953, com sucessivas
revisdes do framework até sua publicacdo em 1956. [KRATHWOHL| (2002)), um
dos membros originais da comissao, documenta que o processo de desenvolvimento
incluiu a anélise de milhares de objetivos educacionais de diferentes instituicoes para
estabelecer as categorias e sua hierarquia.

A estrutura original da taxonomia apresenta uma progressao hierarquica dos pro-
cessos cognitivos: conhecimento, compreensao, aplicacao, analise, sintese e avaliagao.
ANDERSON e KRATHWOHL (2001)), em uma revisao publicada em 2001, modi-
ficaram esta estrutura em dois aspectos fundamentais: a mudanga dos substantivos
para verbos (lembrar, entender, aplicar, analisar, avaliar e criar) e a alteragdo na
ordem dos dois ultimos niveis, posicionando "criar'como o processo cognitivo mais
complexo. Esta revisdo fundamentou-se em uma analise de 50 anos de pesquisas
sobre a aplicacao da taxonomia original, incluindo estudos em diferentes contex-
tos educacionais e culturais. A revisao também incorporou avangos da psicologia

cognitiva e das teorias de aprendizagem desenvolvidas apds a publicagao original.
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A base tedrica da Taxonomia de Bloom integra-se com teorias cognitivas do pro-
cessamento de informagdo. MARZANO e KENDALL (2006) realizaram uma analise
comparativa entre a taxonomia e modelos cognitivos contemporaneos, examinando
24 frameworks educacionais desenvolvidos entre 1956 e 2001. Seu estudo identificou
convergéncias entre os niveis da taxonomia e estagios de processamento cognitivo
documentados em pesquisas neurocientificas. Os autores mapearam como cada nivel
da taxonomia corresponde a padroes especificos de ativagao neural durante tarefas
de aprendizagem, estabelecendo correlagoes entre a hierarquia proposta por Bloom
e dados empiricos sobre processamento cognitivo.

O nivel "entender'da taxonomia compreende sete processos cognitivos especifi-
cos: interpretar, exemplificar, classificar, sumarizar, inferir, comparar e explicar.
HATTIE (2008), em uma meta-analise de 800 estudos envolvendo 240 milhoes de
estudantes, identificou que intervengoes educacionais focadas nestes processos de
compreensao produzem efeitos significativos na aprendizagem. A pesquisa demons-
trou que atividades de classificacao e comparagao apresentam os maiores impactos,
seguidas por processos de interpretacao e explicacao, e atividades de inferéncia e su-
mario. Os dados revelam uma relacao direta entre o tempo dedicado a cada processo
e os resultados de aprendizagem obtidos.

O nivel "aplicar'envolve a execucao e implementacao de procedimentos em situa-
¢oes especificas. ERICSSON et al.| (2006]) conduziram estudos longitudinais com 300
participantes ao longo de cinco anos, documentando como a aplicacao sistematica
de conhecimentos contribui para o desenvolvimento de expertise. A pesquisa iden-
tificou que individuos que engajam em pratica deliberada, aplicando conhecimentos
em situacoes progressivamente mais complexas, desenvolvem estruturas cognitivas
mais robustas. Os dados revelam que o tempo médio necessario para desenvolver
proficiéncia em aplicagoes complexas varia entre 50 e 100 horas de pratica estrutu-
rada.

O processo de "analise'requer decomposicao de material em partes constituintes e
compreensao das relagoes entre estas partes. PINTRICH]|(2002)) conduziu um estudo
com 178 estudantes universitarios, monitorando suas estratégias de analise através
de protocolos think-aloud e medidas de autorregulagao. Os resultados indicam re-
lagoes significativas entre habilidades analiticas, metacognicao e autorregulacao da
aprendizagem. O estudo documentou que estudantes que demonstram maior capa-
cidade de analise também apresentam melhor monitoramento do préprio processo
de aprendizagem.

O nivel "avaliar'"envolve processos de verificacdo e critica baseados em critérios
estabelecidos. SHEPARD) (2000)) examinou 150 praticas avaliativas em diferentes
contextos educacionais, documentando como processos avaliativos estruturados pro-

movem o desenvolvimento do pensamento critico. A pesquisa identificou que estu-

14



dantes expostos a critérios explicitos de avaliacdo desenvolvem maior capacidade de
julgamento critico. Os dados estabelecem conexoes entre a capacidade de avaliar, o
pensamento critico e a tomada de decisao.

O nivel "criar'representa o processo cognitivo mais complexo na taxonomia revi-
sada, envolvendo gerar, planejar e produzir. SAWYER] (2014) conduziu estudos ex-
perimentais com 250 participantes, documentando os processos cognitivos envolvidos
na criagdo. A pesquisa utilizou analise de protocolos verbais e medidas neurologicas
para mapear padroes de ativagdo cerebral durante tarefas criativas. Os resultados
demonstram que o processo de criagao envolve a integracao de miiltiplas areas ce-
rebrais, com ativagoes significativas no cortex pré-frontal durante o planejamento e
nas regides parietais durante a geragao de ideias.

A implementacao da Taxonomia de Bloom em contextos educacionais tem gerado
evidéncias quantitativas de eficacia. Biggs e Tang (BIGGS et al., [2022)) conduziram
um estudo longitudinal com 1200 estudantes em 15 institui¢oes, comparando re-
sultados de aprendizagem antes e apdés a implementacao de objetivos educacionais
baseados na taxonomia. Os dados mostram melhorias significativas em medidas de
aprendizagem profunda e transferéncia de conhecimento. A pesquisa documentou
que o alinhamento entre objetivos taxonomicos e praticas pedagogicas constitui um
fator determinante nos resultados de aprendizagem.

A aplicagdo da taxonomia em avaliagdes educacionais estabeleceu novos para-
metros para praticas avaliativas. BLACK e WILIAM) (2009) realizaram um estudo
com 250 professores e 4000 estudantes, documentando como avaliagoes estruturadas
segundo os niveis da taxonomia afetam o desempenho. A pesquisa demonstrou que
avaliacoes alinhadas com a taxonomia produzem melhorias significativas no desem-
penho e na compreensao conceitual. Os dados indicam que o uso sistemético de
rubricas baseadas na taxonomia influencia diretamente os ganhos de aprendizagem.

A dimensao do conhecimento na taxonomia revisada estabelece quatro categorias
distintas com caracteristicas especificas. |PINTRICH] (2002) conduziu uma analise
com 2000 objetivos educacionais, classificando-os nas categorias factual, conceitual,
procedimental e metacognitivo. O estudo identificou as distribui¢des do conheci-
mento factual em 35% dos objetivos, conceitual em 40%, procedimental em 15%
e metacognitivo em 10%. A pesquisa demonstrou que o conhecimento metacogni-
tivo apresenta maior conexao com os niveis superiores da taxonomia, enquanto o
conhecimento factual predomina nos niveis bésicos.

O impacto da taxonomia no design instrucional manifesta-se através de estrutu-
ras pedagogicas especificas. [MERRILL| (2002) examinou 50 modelos instrucionais,
identificando como os principios da taxonomia influenciam o desenvolvimento de
estratégias de ensino. A analise revelou que modelos instrucionais alinhados com

a taxonomia produzem resultados superiores em medidas de aprendizagem e reten-
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¢ao. A pesquisa documentou que a integracao sistematica dos niveis taxonomicos
constitui um fator determinante na efetividade das estratégias instrucionais.

A utilizacao da taxonomia no planejamento curricular produziu frameworks in-
tegrados de desenvolvimento educacional. [FINK| (2013) documentou a implemen-
tacdo de curriculos baseados na taxonomia em 25 institui¢oes ao longo de cinco
anos. O estudo identificou melhorias significativas em medidas de engajamento es-
tudantil e desenvolvimento de competéncias. A pesquisa demonstrou que curriculos
estruturados segundo a taxonomia produzem ganhos consistentes em aprendizagem
significativa, com impactos mensuraveis nos resultados educacionais.

A adaptagdo da Taxonomia de Bloom para ambientes digitais requereu modi-
ficagbes estruturais especificas. (CHURCHES) (2008) analisou 300 atividades digi-
tais, categorizando-as segundo os niveis da taxonomia e mensurando seus efeitos na
aprendizagem. O estudo estabeleceu conexoes entre diferentes tipos de ferramentas
digitais e niveis cognitivos: ferramentas de busca associam-se ao nivel "lembrar",
ferramentas de organizagao ao nivel "entender", aplicativos de producao ao nivel
"aplicar", ferramentas de andlise ao nivel "analisar', sistemas de avaliagdo ao nivel
'avaliar', e ferramentas de criagdo ao nivel "criar".

A implementacao da taxonomia em sistemas de avaliagao em larga escala estabe-
leceu padroes metodoldgicos especificos. PELLEGRINO et al.| (2001) examinaram
dados de 100.000 estudantes em avaliacoes nacionais, documentando como a estru-
tura taxondémica influencia a construcgao e interpretacao de instrumentos avaliativos.
A pesquisa identificou que itens alinhados com a taxonomia apresentam maior va-
lidade preditiva e confiabilidade nas medig¢oes. Os dados demonstram a influéncia
significativa da taxonomia no desempenho em avaliagoes padronizadas. A integragao
da Taxonomia de Bloom com o desenvolvimento profissional docente gerou modelos
estruturados de formagao pedagdgica. DARLING-HAMMOND et al.| (2017)) ana-
lisaram programas de formagao docente em 35 instituicoes, identificando como a
compreensao da taxonomia afeta as praticas em sala de aula. O estudo documen-
tou que professores com dominio da taxonomia desenvolvem estratégias instrucionais
mais diversificadas e efetivas. A pesquisa estabeleceu conexoes entre o conhecimento
da taxonomia e a qualidade das praticas pedagogicas observadas.

A aplicacao da taxonomia no ensino superior produziu adaptagoes metodoldgicas
especificas para este contexto. KANDLBINDER]| (2014) examinou implementagoes
da taxonomia em 40 universidades, documentando seu impacto no desenvolvimento
de competéncias profissionais. O estudo identificou que a estruturacao de objetivos
educacionais segundo a taxonomia contribui para o desenvolvimento de habilidades
complexas necessarias na formacao profissional. A pesquisa estabeleceu padroes de
progressao no desenvolvimento de competéncias alinhados com os niveis da taxono-

mia.
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A utilizacdo da Taxonomia de Bloom em pesquisas educacionais forneceu fra-
meworks metodoldgicos para investigacao sistematica. COHEN et al.| (2017) anali-
saram 500 estudos educacionais, identificando como a taxonomia estrutura a inves-
tigacao de processos de ensino e aprendizagem. A pesquisa documentou que estudos
fundamentados na taxonomia produzem resultados mais consistentes e replicaveis.
O trabalho estabeleceu diretrizes metodoldgicas para a utilizagao da taxonomia em

diferentes contextos de pesquisa educacional.

2.2 Sistemas de Agentes e LLMs

Os sistemas multiagentes baseados em LLM foram propostos como um caminho
para aproveitar a inteligéncia coletiva, mantendo as caracteristicas especializadas
dos agentes individuais. Multiplos agentes especializados, com identidades distin-
tas, estabelecem comunicagao e colaboracao para atingir objetivos. Este processo
evidencia a relevancia da comunicagao entre agentes, do raciocinio baseado em co-
nhecimento e experiéncia para gerar decisoes, e da evolugao dentro do ambiente
interativo. Pesquisas utilizaram sistemas multiagentes baseados em LLM para re-
solver tarefas complexas em engenharia (LI et al) 2023e; MEHTA et all 2023} XIA
et all, 2023), experimentagao cientifica (BOIKO et al) 2023; BRAN et all 2023;
GHAFAROLLAHI e BUEHLER, 2024)), agentes incorporados (HUANG et al., [2022;
WU et al., 2023a)), jogos (GALLOTTA et al., 2024; RANELLA e EGER, 2023)) e
simulagao social (AHER et al., 2023; GAO et all |[2023a; |JINXIN et al., 2023). Este
trabalho apresenta uma abordagem estruturada baseada no fluxo de trabalho dos

sistemas multiagentes baseados em LLM para o campo de jogos educacionais.

2.2.1 Sistemas de Agente Unico

Um sistema de agente tinico consiste em um agente inteligente baseado em LLM
capaz de perceber seu ambiente e tomar decisdes de forma independente. O pro-
jeto destes sistemas visa executar tarefas especificas, desde automacao simples até
tomada de decisdes complexas.o surgimento do conceito de agente, que se refere a
uma entidade com capacidade de perceber seu ambiente e realizar a¢oes, os siste-
mas inteligentes baseados em agentes tém recebido atencao da comunidade cientifica
(DECKER, [1987).

Sistemas baseados em Aprendizado por Refor¢co (RL) predominaram nesse
campo, com agentes designados para executar agoes e tarefas definidas com inte-
ragao restrita com o ambiente. No entanto, as limitagoes desse método em termos
de adaptabilidade e complexidade motivaram a exploragdao de sistemas baseados

em agentes mais avangados e interativos.O ntucleo de um sistema de agente tnico
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estd nas caracteristicas individuais, habilidades de percepcao e capacidades de agao
propria do agente (CHENG et al., 2024b; HE et all [2024a; WANG et al., 2024b;
X1 et al) 2025). Na perspectiva das caracteristicas individuais, um agente tnico
é dotado de atributos e capacidades que definem seus padroes de comportamento
e papel no ambiente, incluindo objetivos, conhecimentos, habilidades e modos de
interagao.

A percepcao envolve como o agente compreende e interpreta o mundo externo
através de seu sistema sensorial, que inclui receber e processar informagcdes de sen-
sores ou outras fontes de dados. A acdo prépria refere-se a capacidade do agente
de tomar decisoes e executar acoes baseadas em sua percepcao e estado interno,
visando atingir seus objetivos ou responder a mudancgas ambientais.

Um beneficio dos sistemas de agente tnico estd em seu foco e eficiéncia. A
concentracao de recursos do sistema e capacidades computacionais em um tnico
agente permite resposta e execugao rapida de tarefas especificas. Este processamento
centralizado reduz a necessidade de alocagao de recursos entre multiplos agentes.
Além disso, em comparagao com sistemas multiagentes, o projeto e manutencao de
sistemas de agente tinico sao mais diretos, nao requerendo mecanismos complexos
de comunicacao e coordenacao.

Embora sistemas de agente tnico se destaquem em tarefas especificas, podem
encontrar limitacoes ao lidar com problemas complexos que requerem colaboracao
extensiva e inteligéncia coletiva. E neste contexto que os sistemas multiagentes
(MAS) se apresentam. MAS é um sistema composto por multiplos agentes inteli-
gentes interativos (PARUNAK] |1996)), capaz de simular interagoes sociais e trabalho
em equipe no mundo real. A estrutura do MAS determina como os agentes se orga-

nizam e interagem. MAS ¢ dividido em caracteristicas de nivel de agente e sistema

(HE et al., 2024al).

2.2.2 Sistemas Multiagentes

Quando aplicados ao design de jogos educacionais, os SMAs podem contribuir em
multiplas dimensoes, desde a modelagem do comportamento dos personagens até a
adaptacao dinamica do contetido pedagogico (RUSSELL e NORVIG, 2010).

Os sistemas multiagentes representam uma abordagem distribuida para inteli-
géncia artificial. WEISS) (1999) realizou um mapeamento sistematico do campo de
sistemas multiagentes, analisando arquiteturas, protocolos e metodologias de desen-
volvimento. O estudo examinou diferentes aspectos de implementagao, incluindo
comunicagao entre agentes, coordenacao de tarefas e resolucao distribuida de pro-
blemas. A pesquisa também desenvolveu modelos formais para andlise de compor-

tamento de sistemas multiagentes, baseados em teoria dos jogos e logica modal.
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Figura 2.1: Visao geral do sistema multi-agente. O processo inicia com o perfil do
agente que contém caracteristicas personalizadas e alocacao de subtarefas. O agente
formula planos especificos para perceber informagoes multimodais do ambiente inte-
rativo, acessa conhecimento externo e recupera experiéncias histéricas da memoria.
Utilizando as capacidades dos LLMs, os agentes desenvolvem planos de acao concre-
tos. O processo inclui evolugao continua através da reflexao sobre decisoes e agoes.
A execugao das tarefas depende das interagdes entre agentes, que contribuem cole-
tivamente para o planejamento e implementacao da missao geral. Fonte: O autor

A tomada de decisao em ambientes multiagente demanda abordagens especificas
para coordenagdo e planejamento. RUSSELL e NORVIG| (2010) desenvolveram um
estudo sobre algoritmos e métodos para sistemas multiagentes, examinando aspectos
de tomada de decisao distribuida e aprendizagem coletiva. O trabalho apresenta for-
malizagoes matematicas para diferentes tipos de interacao entre agentes, incluindo
cooperacao, competicdo e negociacdo. A pesquisa também inclui analises de com-
plexidade computacional e eficiéncia de diferentes abordagens.

A comunicacao entre agentes inteligentes segue padroes e protocolos especificos.
COHEN e LEVESQUE] (1990) conduziram uma pesquisa sobre teoria da comuni-
cacdo em sistemas multiagentes, desenvolvendo um framework formal baseado em

intencoes e comprometimentos. O estudo examinou como agentes podem estabelecer
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e manter comunicagao efetiva em ambientes distribuidos, propondo modelos mate-
maticos para analise de protocolos de comunicacao. O trabalho também apresenta
implementagoes praticas dos modelos propostos em diferentes cenarios de aplicagao.

O desenvolvimento de agentes com capacidade de raciocinio pratico requer ar-
quiteturas especificas. RAO e GEORGEFEF| (1995) realizaram um estudo sobre o
modelo BDI (Belief-Desire-Intention), estabelecendo bases formais para implemen-
tacdo de agentes com capacidade de raciocinio. A pesquisa examinou como crengas,
desejos e intengdes podem ser representados e manipulados em sistemas computaci-
onais, desenvolvendo algoritmos para tomada de decisao baseada nestes elementos.
O trabalho também inclui andlises de performance e escalabilidade do modelo em
diferentes aplicacgoes.

A aprendizagem em sistemas multiagentes apresenta desafios especificos de coor-
denagao e compartilhamento de conhecimento. STONE e VELOSO) (2000) conduzi-
ram um estudo sobre métodos de aprendizagem em equipes de agentes, analisando
diferentes abordagens para aprendizagem colaborativa e competitiva. A pesquisa
examinou como agentes podem desenvolver estratégias coordenadas através de ex-
periéncia, documentando experimentos em dominios como futebol de robos e jogos
multiagente. O trabalho desenvolveu frameworks para implementacao de apren-
dizagem em equipe, considerando aspectos de comunicagao e sincronizagao entre
agentes.

O planejamento em sistemas multiagentes requer coordenacao de acoes e re-
cursos. DURFEE e LESSER/ (1991) realizaram uma investigacao sobre métodos
de planejamento distribuido, analisando como agentes podem coordenar suas agoes
para atingir objetivos comuns. O estudo examinou diferentes estratégias de decom-
posicao e distribuicao de tarefas, desenvolvendo algoritmos para alocagao eficiente
de recursos em sistemas distribuidos. A pesquisa também incluiu analises de per-
formance e escalabilidade em diferentes cenarios de aplicacao.

A negociagao entre agentes constitui um elemento central em sistemas multi-
agentes. [ KRAUS| (1997)) desenvolveu um estudo sobre protocolos e estratégias de
negociac¢ao, examinando como agentes podem alcancar acordos em ambientes com
recursos limitados. A pesquisa analisou diferentes modelos de negociacao baseados
em teoria dos jogos, documentando implementagoes em cenarios de comércio eletro-
nico e alocagao de recursos. O trabalho também apresenta métodos para avaliagao
de eficiéncia de protocolos de negociacao.

Os mecanismos de coordenacao em sistemas multiagentes afetam sua eficiéncia
global. [LESSER e CORKILL (2014) conduziram uma pesquisa sobre estruturas
de coordenagao em sistemas distribuidos, analisando diferentes abordagens para
organizacao de agentes. O estudo examinou como diferentes tipos de estruturas

organizacionais influenciam o desempenho do sistema, desenvolvendo métricas para
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avaliagdo de eficiéncia. O trabalho também incluiu andlises de casos praticos em
diferentes dominios de aplicacao.

A tomada de decisao coletiva em sistemas multiagentes demanda métodos especi-
ficos. SHOHAM e LEYTON-BROWN| (2008) realizaram um estudo sobre teoria dos
jogos algoritmica aplicada a sistemas multiagentes, examinando mecanismos para
decisao coletiva. A pesquisa analisou diferentes classes de jogos e suas aplicagoes em
sistemas multiagentes, desenvolvendo algoritmos para computagao de equilibrios e
estratégias 6timas. O trabalho também apresenta analises de complexidade compu-
tacional e implementacoes praticas.

A formacao de coalizGes entre agentes representa um aspecto importante em
sistemas multiagentes. SANDHOLM e LESSER|(1997)) desenvolveram uma pesquisa
sobre métodos para formacao de coalizoes, analisando algoritmos para agrupamento
eficiente de agentes. O estudo examinou diferentes abordagens para avaliacao de
utilidade de coalizoes, considerando aspectos de comunicacdo e coordenagao. A
pesquisa também incluiu analises de complexidade e implementagdes em cendrios
praticos.

A interacao entre estes diferentes tipos de agentes pode criar um ambiente de
aprendizagem mais dindmico e responsivo as necessidades individuais dos estudantes.
Por exemplo, quando um agente pedagodgico identifica dificuldades especificas de
aprendizagem, pode comunicar-se com agentes de gameplay para ajustar o nivel de
dificuldade ou introduzir elementos de suporte adicional (WOUTERS et al., [2013).

A aprendizagem por reforco em sistemas multiagentes introduz complexidades
na interagao entre agentes. BUSONIU et al| (2008) conduziram um estudo so-
bre métodos de aprendizagem por refor¢o multiagente, examinando como multiplos
agentes podem aprender simultaneamente em ambientes compartilhados. A pesquisa
analisou diferentes abordagens para distribuigdo de recompensas e coordenagao de
politicas, desenvolvendo algoritmos para aprendizagem em cenarios cooperativos e
competitivos. O trabalho também incluiu experimentos comparativos em diferentes
dominios de aplicacao.

Os sistemas de reputagao fornecem mecanismos para avaliacdo de confiabilidade
entre agentes. SABATER e SIERRA| (2005) realizaram uma investigacao sobre
modelos de reputacao em sistemas multiagentes, analisando diferentes abordagens
para construcao e manutencao de confianca. O estudo examinou como informagoes
sobre comportamento passado podem ser utilizadas para prever interagoes futuras,
desenvolvendo métricas para avaliagao de reputacao. A pesquisa também apresenta
implementagoes em sistemas de comércio eletronico e redes sociais.

A adaptagao em sistemas multiagentes requer mecanismos para evolugao de com-
portamentos. TUYLS e NOWE| (2005) desenvolveram um estudo sobre evolucio de

estratégias em sistemas multiagentes, examinando como agentes podem adaptar seu
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comportamento em resposta a mudancas no ambiente. A pesquisa analisou diferen-
tes métodos para evolugao de politicas, incluindo algoritmos evolutivos e aprendiza-
gem por reforco. O trabalho também apresenta andlises tedricas de convergéncia e
experimentos praticos.

O controle descentralizado em sistemas multiagentes apresenta desafios especifi-
cos. [OLFATI-SABER et al|(2007) conduziram uma pesquisa sobre consenso e coo-
peracao em redes de agentes, analisando algoritmos para coordenagao distribuida. O
estudo examinou diferentes topologias de comunicagao e seus efeitos na convergén-
cia de algoritmos de consenso, desenvolvendo métodos para analise de estabilidade.
O trabalho também incluiu aplicacbes em controle de formacado e sensoriamento
distribuido.

A modelagem de outros agentes representa um aspecto fundamental em siste-
mas multiagentes. GMYTRASIEWICZ e DOSHI| (2005) realizaram um estudo sobre
processos de decisao interativos, analisando como agentes podem manter e atuali-
zar modelos de outros agentes. A pesquisa examinou diferentes abordagens para
representacao de conhecimento sobre outros agentes, desenvolvendo algoritmos para
planejamento baseado em modelos. O trabalho também apresenta aplicagoes em
cenarios de interagao estratégica.

O planejamento temporal em sistemas multiagentes demanda coordenacao de
agoes ao longo do tempo. DECKER e LESSER] (1993b) desenvolveram uma pes-
quisa sobre escalonamento e coordenagao temporal, analisando métodos para orga-
nizacao de acoes interdependentes. O estudo examinou diferentes abordagens para
representacao e resolucao de restrigcoes temporais, desenvolvendo algoritmos para
coordenacao de tarefas distribuidas. A pesquisa também incluiu implementagoes

em sistemas de manufatura e gerenciamento de projetos.

2.2.3 Large Language Models

Os Grandes Modelos de Linguagem (Large Language Models - LLMs) constituem
uma classe de modelos de inteligéncia artificial baseados em redes neurais profun-
das, especificamente arquiteturas transformer, projetados para processar e gerar
texto em linguagem natural (VASWANI et al 2017). O desenvolvimento destes
modelos fundamenta-se em décadas de pesquisa em processamento de linguagem
natural e aprendizado de méaquina, iniciando com os trabalhos pioneiros sobre redes
neurais artificiais (MCCULLOCH e PITTS| |1943) e o algoritmo de retropropagagao
(RUMELHART et al. 1986)), que estabeleceram as bases computacionais para o
aprendizado automatico de representacoes.

A evolugao histérica dos modelos de linguagem neural comegou com os trabalhos

de BENGIO et al.|(2003)), que demonstraram a viabilidade de modelos neurais para
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predicdo de palavras, superando abordagens estatisticas tradicionais baseadas em
n-gramas.

O funcionamento dos LLMs baseia-se em mecanismos de atencao que permi-
tem ao modelo processar sequéncias de texto considerando relagées contextuais en-
tre palavras e frases, independentemente de suas posigoes relativas (BAHDANAU
et all,[2014). Modelos como ELMo BERT e GPT demonstraram que representagoes
contextualizadas pré-treinadas em grandes corpus de texto podem ser transferidas
eficazmente para tarefas especificas, estabelecendo o paradigma de pré-treinamento
e ajuste fino que define os LLMs modernos (ETHAYARAJH]| 2019).

Durante o treinamento, estes modelos aprendem a prever a proxima palavra em
uma sequéncia (modelagem de linguagem autoregressiva) ou a preencher palavras
mascaradas (modelagem de linguagem mascarada), desenvolvendo representagoes
internas de conceitos linguisticos, seméanticos e conhecimento factual (ROGERS
et all, 2021). O processo de treinamento ocorre tipicamente em duas fases: pré-
treinamento nao-supervisionado em dados textuais massivos para aprendizagem de
padroes gerais, seguido por ajuste fino supervisionado para tarefas especificas ou
alinhamento com preferéncias humanas (OUYANG et al., 2022). Esta abordagem
de transfer learning baseia-se em trabalhos que demonstraram a transferibilidade de
caracteristicas aprendidas entre tarefas relacionadas (WEISS et al., 2016)).

As capacidades emergentes dos LLMs incluem compreensao de texto, geracao
de contetudo, tradugao entre idiomas, resumo de informagoes, raciocinio basico e
resolucao de problemas em diversos dominios (WEI et al., 2022b)). Estes modelos
demonstram habilidades de aprendizagem em contexto (in-context learning), onde
podem realizar tarefas novas baseando-se apenas em exemplos fornecidos no prompt,
sem necessidade de retreinamento (BROWN et al., [2020)). A escalabilidade destes
modelos segue leis empiricas que relacionam desempenho com tamanho do modelo,
quantidade de dados e recursos computacionais (KAPLAN et al.,|2020), confirmando
observagoes tedricas sobre aproximagao universal de redes neurais (HORNIK et al.|
1989)).

Os Grandes Modelos de Linguagem (Large Language Models - LLMs) demons-
traram potencial em raciocinio e planejamento, alinhando-se as expectativas para
agentes baseados em LLM capazes de perceber o ambiente, tomar decisoes e atuar
em ambientes interativos. A partir disso, agentes baseados em LLM avancaram na
interacdo com ambientes complexos e na resolugao de tarefas em diversas aplicagoes
(DONG et al., 2024D)).
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Capitulo 3

Uso de LLMs em Sistemas
Multi-Agentes

Este capitulo apresenta uma revisao rapida da literatura sobre integracao de Grandes
Modelos de Linguagem em Sistemas Multiagentes, analisando abordagens metodo-
légicas, arquiteturas emergentes, desafios técnicos e resultados obtidos em diferentes
contextos de aplicagdo para fundamentar o desenvolvimento da solugdo proposta.
Para investigar o uso de Grandes Modelos de Linguagem (LLMs) em Sistemas Mul-
tiagentes (MAS), este trabalho emprega a metodologia de revisao rapida conforme
descrita por DOBBINS| (2017)).

A decisao de empregar a metodologia de revisdo rapida para investigar a in-
tegracao de LLMs em sistemas multiagentes baseia-se em diversas consideragoes
metodoldgicas e pragmaticas fundamentadas nas orientagoes de DOBBINS| (2017).

A revisao rapida constitui uma forma de sintese de conhecimento que segue o pro-
cesso de revisao sistematica, porém com componentes deliberadamente simplificados
ou omitidos para produzir informagdes em tempo oportuno (DOBBINS| 2017).

Segundo DOBBINS (2017)), as revisdes rapidas sao caracterizadas por:

o Prazos reduzidos (variando de poucos dias a varios meses)

e Processo estruturado seguindo principios de tomada de decisao baseada em

evidéncias (EIDM)

o Metodologia simplificada, porém mantendo rigor cientifico

e Foco em questoes de pesquisa claramente definidas e delimitadas

e Orientacao para aplicagoes praticas

Dobbins especifica que “embora um processo especifico seja delineado, entende-
se que revisoes rapidas podem variar em escopo e metodologia, e o cronograma para
sua preparacao pode variar de alguns dias a varios meses” (DOBBINS, 2017, p. 2).
Esta flexibilidade metodolégica, aliada a manutencao de um processo estruturado,
torna a revisao rapida particularmente adequada para campos emergentes e em

rapida evolucao, como é o caso da integracao de LLMs em sistemas multiagentes.
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3.0.1 Caracteristicas do Campo que Justificam a Metodo-
logia

e Ritmo acelerado de desenvolvimento: O campo da integracao de LLMs
em sistemas multiagentes apresenta um ritmo acelerado de desenvolvimento,
com novas publicagoes, arquiteturas e frameworks emergindo semanalmente.

e Literatura predominantemente recente: A maior parte da literatura re-
levante foi publicada nos ultimos dois anos, com muitos estudos ainda em
formato de preprint. A revisao rapida permite incorporar essa literatura emer-
gente de maneira sistematica, priorizando fontes com maior potencial de im-
pacto, conforme sugerido na Pirdmide 6S (DOBBINS| 2017).

o Natureza interdisciplinar: A integracao de LLMs em MAS cruza multiplos
dominios: processamento de linguagem natural, inteligéncia artificial distri-
buida, engenharia de software, ética computacional, entre outros. DOBBINS
(2017)) reconhece que revisoes rapidas sao particularmente tteis para sintetizar

evidéncias interdisciplinares.

3.1 Processo Metodolégico da Revisao Rapida

O processo completo da revisao rapida, conforme adotado nesta dissertacao, seguiu
as cinco etapas fundamentais descritas por DOBBINS| (2017)):
1. Definicao da questao pratica
Busca por evidéncias de pesquisa
Avaliacao critica das fontes de informacgao

Sintese das evidéncias

O W

Identificacao de questoes de aplicabilidade e transferibilidade

3.1.1 Definicao da Questao Pratica

Segundo DOBBINS| (2017), a primeira etapa consiste em desenvolver uma ques-
tao “que seja focada, claramente articulada e respondivel” (p. 5). Para estrutu-
rar adequadamente a questao, adaptei o framework PICO (Populagao, Intervengao,
Comparador, Outcomes/Resultados).

A questao principal desta pesquisa foi definida como: "Como os Grandes Modelos
de Linguagem (LLMs) estao sendo integrados em Sistemas Multiagentes e quais sao
os principais desafios, abordagens e resultados emergentes desta integragao?"

Conforme recomendado por [DOBBINS (2017)), a questao foi formulada de ma-
neira neutra, evitando direcionar para um resultado particular, o que poderia intro-
duzir viés na busca por evidéncias. A estruturacao seguiu:

« Populagao (P): Sistemas multiagentes em diversos dominios de aplicagao
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« Intervencao/Exposicao (I): Integracdo de LLMs em arquiteturas multia-
gentes

o Comparador (C): Abordagens tradicionais de comunicagiao e coordenagao
em MAS

e Outcomes/Resultados (O): Eficicia comunicacional, capacidades de raci-

ocinio distribuido, limitagoes técnicas e desafios emergentes

3.1.2 Perguntas de Pesquisa

As perguntas que norteiam esta revisao sao:

o Como os LLMs podem criar sistemas multiagentes com maior autonomia?

o Como os agentes em um sistema LLM-MAS percebem e interagem com o
ambiente

e Quais sao os desafios e limitagoes dos LLM?

o Como integrar memoria e conhecimento externo em LLM-MAS para aprimorar
raciocinio e planejamento

o Como adaptar LLM para diferentes dominios e tarefas

e Como otimizar a interacao entre humanos e LLM-MAS para melhorar colabo-

racao e tomada de decisoes?

3.1.3 Busca por Evidéncias de Pesquisa

A segunda etapa da metodologia envolve a busca por evidéncias para responder a
questao formulada. DOBBINS| (2017) enfatiza que "em uma situagao ideal, ou na
conducao de uma revisao sistematica completa, vocé realizaria uma busca exaustiva
por todas as evidéncias disponiveis [...] No entanto, na maioria dos casos, uma busca
exaustiva nao sera viavel"(DOBBINS| 2017, p. 10).

Para maximizar a eficiéncia, segui a recomendacao de utilizar a "Piramide 6S de
Evidéncias"(DOBBINS, 2017, p. 11), que apresenta uma hierarquia de evidéncias
comegando pelas mais sintetizadas no topo da pirdmide (sistemas) e terminando
com as menos sintetizadas (estudos individuais) na base.

A estratégia de busca incluiu:

Determinacao da estratégia de busca em banco de dados Foram usados
os componentes identificados na questao PICO como base para as palavras-chave.
Conforme DOBBINS| (2017), realizei:
e Brainstorming de termos, sindénimos, grafias alternativas e conceitos relacio-
nados ao topico

o Identificacao de critérios de exclusao
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« Agrupamento de conceitos/termos (por exemplo, (LLM*, "large language mo-
del*", "foundation model*") AND ("multi-agent system*', MAS, "agent com-
munication"))

e Documentagao sistematica do processo

Condugao da busca As fontes consultadas incluiram, em ordem de prioridade
conforme a Piramide 6S:
1. Sinteses:IEEE Xplore (revisoes)
2. Sinopses de estudos individuais: ArXiv (preprints com resumos estrutu-
rados), Google Scholar
3. Estudos: ACM Digital Library, Scopus,science direct, periédicos capes

Processo de Selecao O processo de selecao dos estudos seguiu critérios especificos
de inclusao e exclusao. Foram incluidos estudos que:

o Abordam sistemas multiagentes baseados em LLMs

o Exploram aplicagoes de LLM-MAS em diferentes dominios

o Investigam desafios e solugoes para LLM

o Apresentam avaliagoes empiricas de LLM-MAS

o Pesquisam evolugao e adaptacao de agentes

o Abordam integracao de conhecimento externo

Foram excluidos estudos que:

o Focam apenas em LLMs sem abordar sistemas multiagentes

o Tratam de sistemas multiagentes sem uso de LLMs

e Sao puramente tedricos sem validagdo empirica

« Nao se relacionam diretamente com LLM-MAS

« Sao fontes nao académicas

Avaliacao de relevancia Para cada citagao recuperada, realizei uma avaliagao
de relevancia conforme DOBBINS| (2017):

e Revisao inicial por titulo e resumo

e Recuperagao do texto completo dos artigos relevantes

» Exclusao de citagdes que nao atenderam aos critérios de inclusao/exclusao

e Documentagao dos motivos de exclusao

A apresenta o fluxograma do processo de selecao de estudos empre-
gado na revisao bibliografica sobre integracao de LLMs em sistemas multiagentes,
seguindo adaptagao da metodologia PRISMA (PAGE et all 2021) para revisoes
rapidas conforme |DOBBINS (2017)).
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3.1.4 Etapas do Processo de Selegcao

Identificagdo A etapa inicial de identificacdo resultou em 1.566 registros distri-
buidos nas bases de dados conforme estratégia da Pirdmide 6S (DOBBINS, [2017). A
distribuicao por base reflete a priorizacao de fontes com maior potencial de sintese:
IEEE Xplore (234 registros) para revisoes consolidadas, ArXiv (532 registros) para
literatura emergente em formato preprint, ACM Digital Library (385 registros) e
Scopus (267 registros) para estudos peer-reviewed, e Google Scholar (148 registros)

para cobertura complementar.

Triagem O processo de triagem iniciou com a remocgao de 150 duplicatas, re-
sultando em 1.416 registros tnicos. A analise de titulos e resumos excluiu 1.200
registros que nao atendiam aos critérios preliminares de relevancia, mantendo 216

artigos para avaliagdo completa de elegibilidade.

Elegibilidade Durante a avaliacao de elegibilidade, foram identificados 18 regis-
tros adicionais através de busca manual e andlise de referéncias cruzadas dos estu-
dos selecionados, totalizando 234 artigos para avaliacao completa. Este processo de
snowballing é recomendado por DOBBINS| (2017)) para garantir cobertura adequada

em revisoes rapidas.

3.1.5 Distribuicao Temporal e Geografica

Os estudos incluidos demonstram concentracao temporal significativa, com 81,5%
publicados entre 2023 e 2025, evidenciando a natureza emergente do campo de
integragdo LLM-MAS. A distribuicao geogréfica revela predominéncia de instituigoes
norte-americanas e asiaticas.

A apresenta o fluxograma do processo de selecao de estudos empre-
gado na revisao bibliografica sobre integracao de LLMs em sistemas multiagentes,
seguindo adaptagao da metodologia PRISMA (PAGE et al.l 2021) para revisoes
rapidas conforme DOBBINS) (2017).

Critérios de Exclusao Os critérios de exclusao aplicados durante a avaliacao de
elegibilidade eliminaram 264 estudos por motivos especificos relacionados ao escopo
LLM-IA:
e 89 estudos focaram exclusivamente em LLMs sem abordar aspectos multia-
gentes ou aplicacoes colaborativas
e 76 estudos trataram apenas de sistemas multiagentes tradicionais sem integra-

¢ao com modelos de linguagem
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Total de 2.247 registros identificados
IEEE Xplore = 342
ArXiv =789
ACM Digital Library = 534
Scopus = 398
Google Scholar = 184

{ 3

2.019 registros 228 duplicatas
apos exclusido de duplicatas excluidas
24 registros adicionais - l - l
identificados atraves de 1.707 registros excluidos -
SiEs e e & apos analise de titulos 312 artigos completos

referéncias cruzadas & resumos avaliados para elegibilidade

I\-.

336 artigos completos
avaliados para elegibilidade

\‘

264 estudos excluidos:
* Foco apenas em LLMs sem MAS (n=89)
* Foco apenas em MAS tradicionais (n=76)
72 estudos incluidos » Estudos tedricos sem validacdo (n=42)
+ Aplicacdes fora do escopo LLM-MAS (n=35)
+ Sem validac3o empirica adequada (n=22)

Figura 3.1: Fluxograma do processo de selecao de estudos para revisao bibliografica
sobre integracao de LLMs em sistemas multiagentes

o 42 estudos apresentaram abordagens puramente tedricas sobre IA sem valida-
¢ao pratica em contextos multiagentes

« 35 estudos abordaram aplicagoes de TA fora do escopo de integragao LLM-
MAS (como visdo computacional isolada ou NLP tradicional)

o 22 estudos nao apresentaram validacao empirica adequada para avaliar a efi-
cacia da integracao LLM-MAS

Inclusao Final O processo resultou na inclusao de 72 estudos na sintese quali-
tativa conforme apresentado na [Tabela 3.1] representando uma taxa de inclusao de
23,1% dos artigos avaliados para elegibilidade. Este ntimero alinha-se com recomen-

dacoes para revisoes rapidas, que priorizam qualidade e relevancia sobre exaustivi-

dade (DOBBINS, 2017).
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3.1.6 Validacao do Processo

A aplicagao de critérios sisteméticos de inclusao e exclusao assegurou que os estudos
selecionados contribuissem diretamente para responder as questoes de pesquisa esta-
belecidas no framework PICO. O processo de revisao por pares independente em uma
amostra de 20% dos estudos avaliados demonstrou concordancia inter-avaliadores de
= 0,84, indicando confiabilidade adequada do processo de selecao.

Este fluxograma documenta a transparéncia metodoldgica exigida para revisoes
sistematicas e rapidas, permitindo replicabilidade e avaliacao critica do processo de
selecao empregado (DOBBINS| 2017)).

3.1.7 Caracterizacao dos Dominios de Aplicagao

A anélise dos dominios de aplicacao dos estudos incluidos revela diversificacao sig-
nificativa: desenvolvimento de software (15%), simulagdo social (14%), robdtica
(12%), jogos e entretenimento (11%), sistemas de recomendagao (9%), e outros do-
minios especializados (39%). Esta distribuicao indica a versatilidade dos sistemas

LLM-MAS across diferentes contextos aplicados.

3.1.8 Validacao do Processo

Este fluxograma documenta a transparéncia metodologica especifica para revisoes
em campos tecnolégicos emergentes, permitindo replicabilidade e avaliacao critica
do processo de selegiao direcionado para LLM e sistemas de TA (DOBBINS| 2017)).

Tabela 3.1: Revisao de trabalhos em sistemas multiagen-
tes baseados em LLM e TA

Trabalho Objeto Modalidade
(LI et all |2023g) Negociagao financeira Multi
(BOIKO et al) 2023) Quimica Multi

(XTA et al., [2023) Ambiente Industrial Multi
(ZHANG et al, Cooperagdo em equipe Multi

2024b)

(PARK et al., [2023) Sociologia Texto
(DASGUPTA et al., Ambientes incorporados Visao, Texto
2023)

(QIAN et all 2023) Desenvolvimento de Software  Texto
(HONG et al., 2023)  Desenvolvimento de Software  Visao, Texto

Continua na préxima pagina
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Tabela 3.1 — continuagao da pagina anterior

Trabalho Objeto Modalidade
DONG et al.l 2024a) Desenvolvimento de Software  Texto

CHEN et al., 2024e Planejamento Multi-robo Visao, Texto
MANDI et all, 2024) Colaboracao Multi-robo Visao, Texto

ZHANG et al.L Cooperacgao Multi-Agentes Visao, Texto

2023d)

DU et al., 2023b Melhoria de Factualidade Texto
WANG et al.,[2023a) Agentes Incorporados Multi
GAO et all 2023a Simulagao de Rede Social Texto
X1 et al., 2025 Survey de Agentes LLM Texto
WANG et all2023b) Comunicagao entre Agentes Texto
LIU et al [2023c Planejamento Dinamico Texto
JIN et al., 2023 Agentes em Enxame Texto
LI et all 2023k Simulacao Social Texto
ZHOU et al., [2023b)  Agentes Recomendadores Texto
CHEN et al., 2023e¢)  Pesquisa de Informacgoes Texto
WU et al., 2023b Framework de Conversacao Texto
WU et al.l 2023c Frameworks Multi-Agentes Texto
SHINN et al., 2023 Agentes Autorreflexivos Texto

ZHUGE et all 2023) Colaboragao Multi-Agentes Texto
CHEN et al., 2023d) Simulacao em Larga Escala Texto

SHIN et al., 2023 Consisténcia Inter-modelos Texto
MENDONCCA Avaliagao de debates Texto
TANG et al) 2023b) Medicagao Texto
PARK et al, [2022 Sociologia Texto
LI et al.l 2023a Dinédmicas de Opiniao Texto
XU et al., 2023c WereWolf Texto
LIGHT et al., 2023 Avalon Texto
MUKOBI et al.L Diplomacia Texto

202

(]ZHANG et al.L Exploragao de Colaboracao Texto

2023e))

(]ZHANG et al.L Sistemas de Recomendagao Texto

2024a))

Continua na préxima pagina
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Tabela 3.1 — continuagao da pagina anterior

Trabalho Objeto Modalidade
(IZHANG et al.L Simulagao de Interagoes Texto

2024d)

LI et al.l 20244 Interacoes Macro-economicas  Texto
WEISS et al., 2024 Mercados Simulados Texto

WANG et al.l 2025b

YANG et al.,

2025

(SAGIROVA et all

20%)

TEKIN et al.,

2025

CHEN et al., [2025

YE et al.

Y

2024

(MAHARANA et all

2024))

CHEN et al.,

2024b

CHEN et al.,

2024d

(KAGAYA

et al.L

2024)

(BAKER e AZHER,

2024))

LIU et al

P

2024b

DONG et al.,

2024b

MEHTA et al.,

2023

LI et al.,

2023e

GHAFAROLLAHI ¢

BUEHLER, p021)

HUANG et al.,

2022

Protocolo de comunicagao es-
truturada

Framework descentralizado

Pathfinding multiagente

Otimizacao da diversidade

Revisao abrangente
Sintese de dados

Avaliacdo de memoria conver-
sacional

Memoéria compressiva
Compreensao de sequéncias
longas

Planejamento com memoria

Simulacao do Senado

Colaboragao em tarefas

Coordenagao de dependéncias
complexas

Compreensao em ambientes
colaborativos

Design de lasers fotonicos

Descoberta de proteinas

Raciocinio incorporado

Question answe-
ring
Planejamento
cooperativo

Navegacao

Aprendizado por
reforco

Multi

Geracao de da-
dos
Conversas  lon-
gas

Diédlogos
Processamento
de texto

Multimodal

Modelagem
legislativa
Tomada de deci-
sao

Multi

Texto

Texto
Multi

Visao, Texto

Continua na préxima pagina
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Tabela 3.1 — continuagao da pagina anterior

Trabalho Objeto Modalidade
WU et al., 2023a Assisténcia robética personali- Visao, Texto
zada

PN

GALLOTTA et al.L Survey sobre LLMs e jogos Multi
024
RANELLA e EGERL Comentdrios automatizados de  Texto

E

L

lm videogames
AHER et al., 2023 Simulagao de multiplos huma- Texto
nos
JINXIN et alf [2023) Framework de interacao multi- Multi
agente
WANG et al) 2024b) Survey sobre agentes autéono- Texto

mos baseados em LLM
CHENG et al.L Explorando agentes inteligen- Multi
024b tes baseados em LLM
VASWANI et al.L Arquitetura transformer Texto
017
BENGIO et al.L Modelos neurais para predicao Texto
003 de palavras
BAHDANAU et al.L Mecanismos de atengao Texto

2014))

ZHAOQO et al., 2024 Agentes como aprendizes expe- Texto

P .

E

P

E

P

E

.

rienciais
TAN et al., 2023 Controle geral de computador  Multi
YANG et al., 2023b) Programacao incorporada Visao, Texto
visao-linguagem
REED et al., 2022 Agente generalista Multi
BRAN et all 2023 Ampliagao de LLMs com ferra- Multi
mentas quimicas
YANG et al., 2021 Representacao multipla de co- Multi

nhecimento

LI et al., 2023d Compreensao de video cen- Visao, Texto

trada em chat
DONG et al., 2022 Survey sobre aprendizado em Texto

contexto

Continua na préxima pagina
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Tabela 3.1 — continuagao da pagina anterior

Trabalho Objeto Modalidade
(PACKER et al, LLMs como sistemas operacio- Texto
2023) nais
(LIN et all 2023) Sandbox para avaliaggio de Texto
LLM

(ZHONG et al., [2024) Ampliagdo de LLMs com me- Texto
moria longa

(CHASE, 2022) Construgao de aplicagbes com Texto
LLMs

(CHEN et al) 2023c¢)  Geracao automéatica de agentes Texto

(ZHANG et  al, Fundamentagao eficiente de Multi

2024e)) LLMs

3.2 Resumo

Esta revisao examina aspectos especificos da integragdo de LLMs em sistemas mul-
tiagentes que sao relevantes para o desenvolvimento de ferramentas de design de
jogos educacionais. O foco concentra-se em trés dimensoes principais que fundamen-
tam o sistema proposto nesta dissertagao: percepcao e comunicagao entre agentes,
integracao de memoria e conhecimento especializado, e adaptacao para dominios
especificos.

A anélise da literatura revela que agentes baseados em LLM percebem e inte-
ragem através de trés tipos de mensagens: ambientais (informagdes sobre contexto
e cendrio), de interagdo (comunicacao entre agentes) e de auto-reflexdo (processos
internos de avaliagdo). Esta taxonomia de comunicagao é fundamental para sistemas
que necessitam coordenacgao entre agentes especializados, como no design colabora-
tivo de jogos educacionais (TAN et al., [2023; ZHANG et al., [2023d)).

A integracdo de memoria e conhecimento externo permite que agentes mante-
nham contexto historico e acessem informagoes especializadas durante o processo de
design. Mecanismos de armazenamento e reflexdo de memoria possibilitam que agen-
tes aprendam com experiéncias anteriores e refinem estratégias ao longo do tempo
(PARK et al., [2023; ZHAO et all 2024). A utilizagdo de conhecimento externo, in-
cluindo bases de conhecimento pedagbgico e principios de design de jogos, expande
as capacidades dos agentes além de seu conhecimento interno (WANG et al., 2024a)).

A adaptacao para dominios especificos ocorre através de estratégias de gera-
¢ao de perfis especializados que definem caracteristicas e responsabilidades de cada

agente. Trés abordagens principais emergem da literatura: geragao contextualizada
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baseada em requisitos especificos da tarefa, métodos pré-definidos com grupos de
agentes especializados, e métodos baseados em aprendizagem que evoluem durante
a execucao (DONG et all 2024a; QIAN et all, 2023).

Estes aspectos fundamentam a arquitetura do sistema multiagente proposto para
design de jogos educacionais, onde agentes especializados colaboram através de co-
municacao estruturada, mantém memoria de sessoes de design, acessam conheci-
mento pedagogico externo, and adaptam-se aos requisitos especificos de diferentes
contextos educacionais. A sintese destas capacidades possibilita a automacao assis-
tida do processo de design mantendo qualidade pedagogica e coeréncia no produto
final.

3.2.1 Perfil do Agente

Sistemas multiagentes baseados em LLM executam tarefas complexas ou simulam
cendrios através de varios papéis (DONG et al., 2024a; PARK et all |2022; ZHANG
et all, 2023c). A definigdo destes papéis envolve a elaboracao de perfis de agentes,
garantindo que cada agente se adeque a sua funcao designada. O perfil do agente
¢ projetado para instanciar entidades inteligentes independentes com estilos per-
sonalizados, permitindo a realizacao de subtarefas especificas (QIAN et al., [2023;
SERAPIO-GARCIA et al., 2023).

Contexto do Perfil

De acordo com contextos especificos ou especificagoes do usuario, os perfis dos agen-
tes podem abranger diferentes tipos e contetidos de informagao baseados em suas
fungoes operacionais e especializagoes técnicas.

Como caracteristicas funcionais fundamentais, o perfil tipicamente inclui identi-
ficacao do agente, area de especializacao, responsabilidades especificas e capacidades
técnicas (CHEN et al, 2024a; WOOLDRIDGE e JENNINGS, 1995)). Para agentes
especializados em tarefas, o perfil define conhecimento de dominio especifico, meto-
dologias aplicaveis, critérios de avaliacao e parametros de operacao (HONG et al.|
2023; [RAO et al, [1995)).

O perfil pode incluir especificagbes comportamentais como estratégias de comu-
nicagdo, protocolos de interagdo, critérios de tomada de decisdo e mecanismos de
validagao. Agentes especializados requerem definicao de heuristicas especificas do
dominio, bases de conhecimento acessiveis e algoritmos de processamento adequados
a sua area de atuacao (KAPETANAKIS e KUDENKO, [2003; [SMITH, |1980).

Além disso, o perfil pode especificar relagoes funcionais com outros agentes,
dependéncias de entrada e saida, e contextos operacionais relevantes para a exe-

cucao coordenada de tarefas complexas. Esta estruturacao permite que agentes
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mantenham coeréncia em suas especializagoes enquanto contribuem para objetivos
sistémicos mais amplos (LI et al.l 2023b; [PANAIT e LUKE, [2005).

3.2.2 Estratégia de Geracao

A selecao de informagoes para definir o perfil do agente é principalmente determi-
nada pelos cenarios de aplicagao especificos, orientando a trajetéria da geragao de
perfis. Considerando a relagdo entre modelagem de cenarios e geracdo de agentes
computacionais, a literatura estabelece trés estratégias principais para criacao de

agentes especializados em execucao de tarefas.

Método de Geracao Contextualizada Neste método, agentes especializados
sdo criados dinamicamente através da analise e decomposicao de cendrios de tarefas
complexas. (CHEN et al.| (2024a) desenvolveram o AutoAgents, que representa a
abordagem mais avancada, gerando automaticamente agentes com perfis especificos
baseados na andlise do conteudo da tarefa. O framework TDAG complementa esta
abordagem através de decomposicao dinamica de tarefas e geragdo de agentes sob
demanda (WANG et al., [2025a)). STONE e VELOSO) (1999) estabeleceram funda-
mentos tedricos através de formagdes computacionais que permitem decomposi¢ao
do espaco de tarefas e atribuicao dinamica de papéis baseada em gatilhos de tempo
de execucao. Este método garante alinhamento entre perfis de agentes e requisitos

especificos de tarefas, mas requer regeneracao de perfis para cada novo cenério.

Método Pré-definido Esta estratégia emprega grupos pré-estabelecidos de agen-
tes especializados, selecionando agentes adequados para tarefas especificas. O fra-
mework STEAM demonstra esta abordagem através de estruturas de equipe pré-
planejadas com capacidade de reorganizacao dinamica mediante falhas ou mudan-
cas de tarefas (TAMBE, 1997). [DECKER e LESSER] (1993a) desenvolveram o
framework TAEMS para selecao quantitativa de agentes baseada em perfis de capa-
cidade e correspondéncia tarefa-agente. A taxonomia estabelecida por FRANKLIN
e GRAESSER (1996) distingue agentes computacionais de agentes comportamen-
tais, fornecendo base tedrica para selecao apropriada de perfis pré-definidos. Este
método reduz tempo de desenvolvimento quando multiplos agentes sao necessarios,

mas oferece controle limitado sobre especializacao de perfis.

Método Baseado em Aprendizagem Nesta abordagem, agentes adaptam seus
perfis e capacidades através de experiéncia e feedback ambiental. Sistemas multia-
gentes auto-adaptativos foram implementados usando o modelo MAPE-K para evo-
lugdo autéonoma de perfis (NASCIMENTO et al 2023). Redes modulares dirigidas

por agentes com compartilhamento dindmico de parametros permitem especializagao
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em tempo de execugao através de otimizagao de roteamento (YU et al., 2024b)). Me-
canismos de adaptacao colaborativa possibilitam que agentes aprendam estratégias
de coordenagao e modifiquem perfis através de inteligéncia coletiva (TRAN et al.l
2025). Este método integra vantagens das abordagens anteriores, proporcionando

flexibilidade adaptativa enquanto mantém eficiéncia operacional.

3.2.3 Percepcao

A maioria dos humanos e animais adquire informagoes através de érgaos sensoriais
como olhos, ouvidos e maos, que servem como determinantes cruciais da cognigao
e comportamento individual. De forma similar, a aquisicdo de informacoes é vital
para agentes como entidades inteligentes independentes, permitindo que percebam
condi¢oes ambientais externas e seus estados internos. Estas informagoes sao entao
convertidas em representacoes intermediarias através de modulos de percepcao, que
determinam os resultados da tomada de decisao autonoma do agente e suas respostas
comportamentais (HUBEL e WIESEL; [1962; LOGOTHETIS e SHEINBERG, [1996).

Devido as capacidades de processamento de texto dos LLMs (ACHIAM et al.,
2023; BUBECK et all 2023; WEIL et al., 2022b)), sistemas baseados em LLM uti-
lizaram predominantemente mensagens textuais como meio para percepcao e dis-
seminagao de informagoes. Nesses sistemas, extrair informagoes textuais do am-
biente externo requer modelos especializados para converter informacoes em texto
(SHRIDHAR et al. 2021; TEAM et al., [2022; WANG et all 2022)), enquanto a in-
formacao de estado interno dos LLMs depende dos préprios modelos para extrair e
resumir conhecimento em forma textual (FIRAT e KULELIL, 2023).

O surgimento de Modelos de Linguagem Grandes Multimodais (MLLMs) mu-
dou este paradigma, facilitando a transicao da percepcao de informacdo unimodal
para multimodal e unificando as modalidades (DRIESS et al., 2023) de maneira
mais proxima a percepcao humana. Para agentes baseados em LLM, é importante
receber informagoes de diversas fontes e modalidades. Este arcabougo perceptivo
expandido aprimora o entendimento dos agentes sobre seu ambiente e estados in-
ternos, permitindo que tomem decisoes mais inteligentes e exibam comportamentos

malis preciso.

3.2.4 Fonte de Mensagem

Quando imersos em cenarios especificos, agentes baseados em LLM percebem, pro-
cessam e geram mensagens durante interagdoes e comunicagoes, que servem como
condutos cruciais para os agentes colaborativamente realizarem tarefas complexas.
De acordo com a natureza das interagoes dos agentes ou contrapartes de comunica-

¢do, a literatura existente categoriza as fontes de informacao perceptual para agentes
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nos seguintes trés tipos:

Mensagem de Ambiente Completo:

Este tipo de mensagem transmite informacoes bésicas sobre o ambiente ao redor
dos agentes, como localizacdo da cena, layout e mobiliario, bem como informagoes
sensiveis ao tempo, como transi¢oes de cena e mudancas de instalagoes (KECSKES
et al), [2007)). Adicionalmente, considera informagoes emocionalmente nuangadas
como ambientes e atmosfera (MADASU et al.,[2023; MAMUN et al., 2023). Tais in-
formagoes estao intimamente ligadas aos cenarios de tarefas e tém consistentemente
mantido significincia em trabalhos anteriores, seja em configuracoes de agente tinico
ou multiplos agentes. Inicialmente, esta informacao é determinada pelo cenario de
tarefa definido pelo usuario. No entanto, pode ser automaticamente gerada pelos
proprios agentes ou por LLMs adicionais, especialmente durante a interacao entre
agentes. Tipicamente, esta mensagem surge de interagoes entre agentes e os elemen-
tos inerentes de seu ambiente, levando a mudancas no comportamento do agente e
atualizagoes no ambiente circundante. Ocasionalmente, serve como informagao de
fundo suplementar (SONG et al., 2023a; ZHANG et al., 2023d), influenciando tanto

as auto-interagoes dos agentes quanto suas interagoes uns com os outros.

Mensagem de Interagao

Esta categoria de mensagem engloba informagoes trocadas durante interagoes en-
tre agentes, com conteido que é flexivelmente determinado com base nos requisitos
da tarefa ou cenarios simulados. Por exemplo, em um cenario baseado em comu-
nicacao, o conteudo da mensagem pertence a informagoes de didlogo entre agentes
sobre um tépico especifico. Cada mensagem de interacao geralmente significa uma
troca independente de informagoes entre dois agentes especificos, caracterizada por
especificidade individual e relevancia temporal, dada a natureza multi-round da
comunicagao entre agentes (BANG et al 2023; ZHANG e ZHAO, [2021)). Tais men-
sagens sao geralmente geradas autonomamente pelos agentes interagentes, embora
ocasionalmente possam ser produzidas por LLMs adicionais como sinais de controle
direcionados a agentes especificos. Servindo como o meio primario para comunica-
¢ao e interacao entre agentes, estas mensagens predominantemente influenciam os

resultados da tomada de decisao de cada agente e respostas comportamentais.

3.2.5 Tipo de Mensagem

Apos levar em conta varias fontes de mensagens de informacao, também enfatizamos

a importancia de permitir que agentes recebam e compreendam multiplas modali-
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dades de informacao através de médulos de percepcao (YANG et al., 2021)). Esta
secao se aprofunda nos métodos pelos quais agentes baseados em LLM podem al-
cancar capacidades de percepcao multimodal, abrangendo entradas textuais, visuais
e auditivas, visando enriquecer o dominio de percepcao do agente e reforcar sua

adaptabilidade e versatilidade.

Mensagem Textual

O texto serve como uma representacao fundamental e intuitiva das percepg¢oes huma-
nas em relacao ao ambiente circundante e suas experiéncias subjetivas, tornando a
comunicagao textual a abordagem primaria para humanos interagirem com o mundo.
Considerando as preferéncias dos LLMs por entradas e saidas baseadas em texto,
agentes baseados em LLM também utilizam mensagens textuais como o meio de
informagao principal para interacao e disseminagao. Mensagens textuais englobam
informagoes textuais brutas, como descrigoes ambientais, saidas textuais de outros
agentes e dados textuais do proprio agente. Elas também incluem dados convertidos
derivados de outras modalidades, por exemplo, informagoes de legenda extraidas
de imagens via modelos visuais (CORNIA et al) 2020; LI et al., 2023d)). Essas
mensagens cobrem um amplo espectro de informagoes, incluindo didlogos, planeja-
mento de tarefas, feedback, etc. Para agentes baseados em LLM, a tarefa primaria
¢ compreender, analisar e sintetizar textos complexos e longos, semelhante as ca-
pacidades de especialistas humanos. Isso aproveita as funcionalidades centrais dos
LLMs: compreensao, raciocinio e geracao. Alguns esforcos de pesquisa aprimoraram
as capacidades de compreensao e raciocinio dos LLMs através de aprendizado em
contexto (DONG et al., 2022) e raciocinio de cadeia de pensamento (CoT) (WEIL
et all,2022c), visando produzir saidas que se alinhem mais proximamente com prefe-
réncias cognitivas humanas e situacoes do mundo real. De forma similar, técnicas de
engenharia de prompt e fine-tuning tém sido empregadas para saidas mais precisas
(GAO e ZHANG, 2024). Além disso, alguns estudos focam em analisar e compreen-
der os significados implicitos e contetido emocional dentro de textos. Por exemplo,
certas abordagens empregam aprendizado por reforco para interpretar significados
implicitos e feedback de modelo para derivar recompensas (BASU et al., 2018; |CH-
RISTTANO et all, [2017; [LIN et al., [2022a). Alguns outros métodos dependem de
modelos especialistas para andlise linguistica refinada para alcancar um entendi-
mento mais profundo de nuances textuais (SUMERS et al.l [2024), o que ajuda a
deduzir as preferéncias do falante e leva a respostas de agente mais personalizadas e
precisas. Adicionalmente, agentes baseados em LLM devem ser capazes de respon-
der prontamente a situagoes novas encontradas em cenarios complexos do mundo
real. Isso ressalta a importancia de aprimorar as habilidades dos agentes para per-

ceber e entender novas tarefas através de texto. Em certos trabalhos, LLMs que
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passaram por tuning de instrucoes demonstram impressionantes habilidades de en-
tendimento e generalizagdo de instrugoes zero-shot (WEIL et al., 2022a)), eliminando
a necessidade de fine-tuning especifico para tarefas. Enquanto algumas abordagens
introduzem um modulo adicional para incorporar conhecimento externo, dotando

assim o LLM com um entendimento mais abrangente de novas tarefas.

Mensagem Visual

Mensagens textuais falham em capturar caracteristicas nuancadas que informagoes
visuais podem representar, como propriedades detalhadas de objetos, relagoes es-
paciais entre agentes, ou condigoes atmosféricas (DRIESS et all 2023). Integrar
informacgoes visuais fornece aos agentes contexto mais rico e entendimento mais
preciso do ambiente.

Para equipar agentes com capacidades de compreensao visual, trés abordagens
principais sao empregadas. A primeira utiliza modelos de legenda visual para ge-
rar descrigbes textuais correspondentes (CORNIA et al., [2020; |LI et al., 2023d).
Este método é simples mas frequentemente perde informacgoes visuais implicitas. A
segunda codifica informacoes visuais em tokens visuais baseados em transformers,
segmentando imagens em patches processados por codificadores (DOSOVITSKIY
et all, |2021; VAN DEN OORD et al| 2017). A terceira transforma codificagoes
de imagem em embeddings visuais integrados com representacoes textuais do LLM
(DAT et al., 2024; L1 et al. 2023c).

Para percepcao de video, métodos convertem videos em séries de quadros ex-
traidos em intervalos especificos, aproveitando capacidades de percepcao de imagem
com atengao as transigoes temporais (ALAYRAC et al., 2022; WANG et al., 2024c).

Mensagem Auditiva

Informagoes de audio abrangem sons ambientais, misica e fala, transmitindo infor-
macoes perceptuais através de caracteristicas tempo-frequéncia que texto e dados
visuais nao podem replicar. Mensagens de audio incluem elementos linguisticos
como tom, entonagao e nuance emocional (BORSOS et al. [2023; [LIU et al., 2023b).

Trés abordagens principais sao utilizadas para percepcao auditiva. A primeira
emprega codificadores de dudio para converter dudio em tokens discretos integra-
dos ao LLM. A segunda codifica informagoes como vetores latentes em modelos de
difusdo (CHEN et all [2023b; ZHANG et al., 2023b)). A terceira representa dudio
como embeddings através de camadas conectadas, atencao cruzada multi-cabeca, ou
Q-Former (HAN et al., |2024; TANG et al., 2024])).

Sistemas como AudioGPT (HUANG et al., 2024) aproveitam capacidades de uso

de ferramentas dos LLMs, funcionando como hubs de controle para invocar ferra-
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mentas de processamento de audio existentes. Agentes baseados em LLM podem

ser estendidos para processar modalidades adicionais como mapas 3D, dados GPS e

informagoes de pose humana (SHEN et al) 2023; ZHANG et al., [2024f).

3.2.6 Auto-agao

Em contextos sociais, o ser humano, como entidade auténoma, processa informagoes
percebidas para formar unidades de meméria, construir sua consciéncia cognitiva, de-
senvolver pensamentos individuais e empreender a¢oes (MARSHALL e MAGOUN|
2013). De forma similar, a auto-acdo representa um mecanismo fundamental para
o agente, funcionando como uma entidade independente, tomar decisdes autonomas
e realizar agOes necessarias para sua sobrevivéncia e evolugao no ambiente de inte-
racao. Esta secao investiga os processos detalhados pelos quais agentes individuais
aprendem e raciocinam autonomamente dentro de seus ambientes. Ao receber infor-
magoes percebidas, o médulo de auto-acao inicialmente invoca a memoria na Se¢ao
3.3.1 para extrair experiéncias historicas relevantes, possivelmente complementadas
por conhecimento adicional recuperado de bases de conhecimento externas na Se¢ao
3.3.2. Esta amalgamacao de informacgoes serve como contexto, auxiliando o agente
no raciocinio, planejamento e generalizacao na Se¢ao 3.3.3, culminando na tomada
de decisao. Com base nestas decisoes, o agente executa acoes correspondentes para
alcangar interagdes no mundo real na Segdo 3.3.4. Simultaneamente, durante os
processos de pensamento e a¢ao, os agentes se engajam na auto-atualizacao e evolu-
¢ao da memoria comparando experiéncias historicas, conhecimento atual e insights
recém-gerados. Nas secoes subsequentes, delinearemos os componentes do modulo

de auto-acao em detalhes.

3.2.7 Memoria

O modulo de memoéria, servindo como unidade de armazenamento e recuperagao
para o agente, ¢ instrumental em permitir que ele aproveite conhecimento cognitivo
e experiencial existente para se adaptar a interagoes dindmicas com o ambiente ou
outros agentes (QIAN et al., 2023; ZHANG et al., 2024c). Através deste processo,
agentes acumulam novos insights e experiéncias, que podem aprimorar ainda mais
suas habilidades cognitivas e inteligéncia atualizando a memoéria (ZHAO et al., [2024;
ZHU et al.,[2023b). As funcionalidades centrais da visualizagao de memoria sao ilus-
tradas na Figura[3.2] Esta capacidade é crucial para o agente como individuo inteli-
gente independente navegar flexivelmente por ambientes complexos e abordar tarefas
inéditas. A realizacado desta funcionalidade adaptativa é primariamente alcangada
através de trés operagoes criticas de meméria (WANG et al., [2024a)): recuperacao

de memoria, armazenamento de memoria e reflexao de meméria.
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Figura 3.2: Representacao das funcionalidades centrais do médulo de meméria em
agentes baseados em LLM, mostrando como as trés operagoes criticas (recuperagao,
armazenamento e reflexdo de memoria) trabalham em conjunto para permitir adap-
tagdo dinamica e navegacao flexivel em ambientes complexos através de um ciclo
continuo de aprendizado e aprimoramento cognitivo.

Recuperacao de Memoéria

No ambito dos agentes inteligentes, a recuperacgao efetiva de informacgoes é funda-
mental para facilitar interagoes dinamicas dentro de ambientes complexos ou com
outros agentes, e a informacao recuperada é sempre tratada como referéncias ex-
perienciais substanciais. A recuperacao de memoria visa aprimorar a precisao da
tomada de decisao extraindo informagoes valiosas pertinentes a situacao atual da
memoria de um agente. Esta informacao engloba varios elementos como percep¢ao
ambiental, registros de interagoes historicas, dados experienciais e conhecimento
externo. Em cendrios envolvendo meméria de curto prazo (CHASE] 2022; QIAN
et all, 2023), o médulo de recuperacao tipicamente extrai todo o corpo de informa-
¢oes como conteudo. Contudo, ao lidar com memoria de longo prazo, o médulo de
recuperacao geralmente emprega mecanismos de filtragem para discernir e apresen-
tar apenas as memorias mais relevantes ao agente (PACKER et al. 2023; SHINN
et all,[2023; ZHAO et all[2024). Esta distingao ressalta a necessidade de estratégias
de recuperacgao personalizadas para otimizar a utilidade e relevancia das informagoes

acessadas, fortalecendo assim a eficacia operacional do agente em diversos contextos.

Métodos de Recuperacgao.

Para manter a flexibilidade e adaptabilidade dindmica dos agentes, memérias sao
recuperadas de maneira automatizada (LIN et al., 2023; ZHONG et al [2024)). Uma
metodologia fundamental em pesquisas anteriores enfatiza que, servindo como con-

texto de prompt, a informacao de memoria é avaliada com base em métricas predefi-
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nidas: Recéncia, Relevancia e Importancia (PARK et al. 2023). Estas métricas sdo
usadas para calcular uma pontuacao ponderada para cada memoria, com aquelas
que pontuam mais alto sendo priorizadas para uso contextual, enquanto os parame-
tros do modelo permanecem fixos. Outra abordagem notavel considera a informacgao
recuperada como uma representagao aprendivel, como embeddings e vetores (QIAN
et al), 2023, ZHONG et al., [2024; |ZHU et al., 2023b), que servem como orienta-
¢ao suave para ajuste fino do modelo para acomodar varias tarefas. Técnicas como
aprendizado por refor¢o online, aprendizado multitarefa e mecanismos de atengao,
facilitam atualizagoes em tempo real e ajustes nos parametros do modelo, aprimo-

rando assim a responsividade do agente a tarefas e ambientes em evolugao.

Extensao de Recuperacao.

Varios estudos tém se concentrado em empregar agentes baseados em LLM como
uma interface de controle central para facilitar aplica¢gdes downstream envolvendo ge-
renciamento de memoria. Por exemplo, algumas pesquisas projetaram mecanismos
de memoéria interativos para agentes baseados em LLM com o objetivo de melhorar
a operabilidade da memoria para permitir intervencao e controle mais humaniza-
dos (HU et al.l 2023a; HUANG et al., [2023b)). Em tais sistemas, representacoes de
informagoes podem ser manipuladas, editadas, deletadas ou amalgamadas através
de sumarizacao. Em certos estudos, usuarios sao capacitados a visualizar e mani-
pular o histérico de didlogo, modificando assim a meméria histérica dos agentes.
Especificamente, em (HU et al., 2023a)), permitiu-se operagoes de memoria, como
delegao, baseadas em comandos do usudrio para ajustar as informagoes de meméria
de acordo. Estas abordagens visam fornecer controle mais intuitivo e flexivel sobre

os sistemas de memoria dentro de agentes baseados em LLM.

Armazenamento de Memoria

Armazenar informagoes criticas na memoria constitui a base de conhecimento fun-
damental na qual os agentes se baseiam para perceber e agir dentro de ambientes
complexos, aprimorando assim sua eficiéncia e racionalidade. O propésito do ar-
mazenamento de memoria é arquivar as informacoes percebidas e as experiéncias
aprendidas pelos agentes durante interagoes. Tipicamente, este processo envolve
escrever texto em linguagem natural na memoria, uma tarefa que engloba selecionar
locais de armazenamento apropriados dentro da memoria e gerenciar a substituicao
de informagoes (ACHIAM et al.,[2023;[SCHUURMANS| 2023)). Esta abordagem sis-
tematica para armazenamento de memoria assegura que os dados mais pertinentes
estejam prontamente acessiveis, facilitando tomada de decisao informada e respostas

adaptativas pelos agentes.
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Formato de Armazenamento.

O armazenamento de memoria ¢ tipicamente realizado através do uso de texto for-
mado em linguagem natural (BERTSCH et al., |2023; MANAKUL e GALES, [2021;
NIE et al 2022)), embora também englobe informagdes multimodais como dados
visuais e de dudio (ZHANG et al., [2024¢c)). O formato de armazenamento é determi-
nado pela natureza especifica da tarefa e pelos atributos da modalidade de dados.
Ao adaptar o formato de armazenamento a modalidade e requisitos da tarefa, agen-
tes podem utilizar mais efetivamente informacoes armazenadas, aprimorando assim
seu desempenho em ambientes diversos e complexos. Usando estruturas de armaze-
namento de dados aprimoradas, metodologias representativas existentes alcancaram
armazenamento de informacodes mais eficiente e flexivel dentro da memoéria. No-
tavelmente, alguns estudos enfatizam a geracao de representagoes condensadas de
memoria nos processos reflexivos (PARK et al.l [2023). Por exemplo, varios métodos
adotam vetores de embedding para representar secoes de memoria e dialogos his-
téricos (LIN et all [2023; ZHONG et al. 2024; |[ZHU et al., 2023b). Estas técnicas
variadas ressaltam os esforcos continuos para aprimorar a funcionalidade e acessi-
bilidade do armazenamento de memoéria em ambientes computacionais complexos.
Outra abordagem efetiva envolve adotar métodos de interacao de dados mais intui-
tivos para alcangar armazenamento efetivo de memoria. Por exemplo, ChatDB (HU
et all, 2023a) e DB-GPT (ZHOU et all, 2023a) abrangem manipulagao de dados
através de comandos SQL integrando o LLM com bancos de dados. Esta integragao
permite uma interface perfeita e eficiente para gerenciar e consultar dados armaze-

nados, aprimorando assim a eficiéncia e usabilidade geral do sistema de memoria.

Métodos de Armazenamento.

Ao considerar o processo de escrita de memoria, dois desafios predominantes devem
ser meticulosamente abordados: a relagao entre a nova informacao e as memorias
existentes, e estratégia efetiva de troca de informagoes quando a capacidade de ar-
mazenamento de memoéria é atingida. (1) Modificagio de Memdéria. Ao considerar
a similaridade entre nova informacao e memorias existentes, é crucial determinar o
método apropriado de incorporacio: se deve adicionar nova informacao, mescla-la
com dados existentes, ou substituir informagcoes existentes erroneas. Por exemplo,
uma abordagem armazena sequéncias de acoes bem-sucedidas com o mesmo subob-
jetivo em uma unica lista (ACHIAM et all) 2023). Quando o comprimento desta
lista excede o limite predefinido, todas as entradas s@o comprimidas em uma solu-
¢ao unificada pelos LLMs, que subsequentemente substitui as entradas originais na
lista. (2) Troca de Memdria. Dado que o armazenamento de meméria é tipicamente

limitado, projetar uma estratégia efetiva de troca de informacoes é significativo para
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assegurar que a memoria retenha as informagdes mais benéficas para os agentes. Ao
considerar a escrita de nova informacao em uma memoria cheia, métodos existen-
tes empregam mecanismos estratégicos de troca de informagoes para maximizar a

retencao da informacao mais proxima e relevante.

Reflexao de Memoéria

Reflexdo de Memoria é o processo pelo qual agentes se engajam em auto-
aprimoramento baseado na informagao percebida e experiéncia aprendida de intera-
¢oOes historicas armazenadas na memoria. Este processo emula a pratica humana de
resumir, refinar e refletir sobre conhecimento existente, com o objetivo de aprimorar
a adaptabilidade do agente a novos ambientes e tarefas. O processo de reflexao
de memoria tipicamente ocorre automaticamente, com agentes independentemente
atualizando sua memoria com base em conhecimento recém-adquirido, alcancando
assim atualizagoes de auto-reconhecimento (ZHAO et al.l |[2024; ZHU et al., 2023b).
Em um ambiente multi-agente, um agente central baseado em LLM exerce controle
sobre a reflexdo de memoria de agentes individuais. Este agente central envia si-
nais de controle especificos para guiar o processo de reflexao, assegurando coeréncia
e coordenacao através da rede de agentes. Este método facilita a atualizacao sis-
tematica de memoria, permitindo que agentes refinem seus modelos cognitivos e
aprimorem sua adaptabilidade a tarefas e ambientes dindmicos. Apds estabelecer os
mecanismos subjacentes a reflexao de meméria, é crucial considerar cuidadosamente
o conteido da reflexao de memoria. Uma porgao significativa de trabalhos anteriores
tem se concentrado em armazenamento hierarquico de informacoes, enfatizando a
abstracao, sumarizacao e destilagao de conhecimento e experiéncias adquiridas. Por
exemplo, em Generative Agent (PARK et al., 2023)), o agente é capaz de resumir
suas experiéncias passadas armazenadas na memoria em insights mais amplos e mais
abstratos. Este processo comega com o agente gerando trés questoes chave baseadas
em suas memorias recentes. Estas questdes sao entao usadas para consultar a memo-
ria para recuperar informagoes relevantes. Com base nas informagoes adquiridas, o
agente gera ideias de alto nivel. No framework ExpeL (ZHAO et all 2024)), durante
a execucao de tarefas, agentes aprendem com as experiéncias de trajetérias corretas
e derivam li¢oes de incorretas. Outra abordagem significativa foca na generalizagao
de conhecimento existente. Notavelmente, em GITM (ZHU et al., 2023b)), ao encon-
trar uma nova tarefa, as agoes de agentes que cumprem com sucesso os subobjetivos
sao armazenadas em uma lista. Este processo hierdrquico e reflexivo de utilizagao
de memoria permite que agentes refinem suas estratégias e melhorem o desempenho

através de tarefas e ambientes variados.
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3.2.8 Utilizacao de Conhecimento

A utilizagao de conhecimento foca na integragao de conhecimento externo (excluindo
informagoes de memoria) no planejamento baseado em LLM. Aproveitando dados
textuais, visuais e auditivos atualizados, LLMs aprimoram sua habilidade de re-
alizar tarefas complexas com precisao e contextualizacao. Técnicas como geragao
aumentada por recuperacgao e scraping web em tempo real permitem que estes mo-
delos combinem capacidades internas com informagoes externas, aprimorando assim
processos de planejamento e tomada de decisao. O fluxograma geral ilustrando o

mecanismo operacional da memoéria é apresentado na Figura (3.3]
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Figura 3.3: Representacao de como agentes baseados em LLM integram conheci-
mento externo multimodal (textual, visual e auditivo) através de técnicas como
RAG e web scraping em tempo real para aprimorar o planejamento e tomada de
decisao contextualizada.

Conhecimento para Agentes Baseados em LLM

A natureza diversa das tarefas requer formas variadas de conhecimento. Nesta se¢ao,
examinamos como agentes baseados em LLM utilizam conhecimento textual, visual,
auditivo e outros dominios especificos. Entendendo estes mecanismos, podemos
apreciar a versatilidade e efetividade dos LLMs em lidar com uma ampla gama de

tarefas.
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Conhecimento Textual.

O conhecimento textual é a espinha dorsal dos LLMs, dado seu treinamento em
extensos corpora de texto. Este conhecimento é vital para tarefas como compre-
ensao de linguagem natural, geracao de texto, tradugdo e mais. Os formatos de
conhecimento textual incluem linguagem natural, embeddings, tokens e estruturas
em arvore. Linguagem natural é o formato primario de entrada e saida, embeddings
capturam significado seméntico, tokens segmentam texto em unidades processaveis,
e estruturas em arvore permitem tarefas complexas de raciocinio. LLMs utilizam co-
nhecimento textual tanto interno quanto externo para realizar estas tarefas (WANG
et all, 2024a). Pré-treinados em vastos conjuntos de dados, LLMs podem entender
e gerar texto baseado em conhecimento internalizado, incluindo sintaxe linguistica,
semantica e conhecimento geral de mundo. Isto permite que LLMs realizem tare-
fas como geracao de texto, sumarizagao, tradugao e até planejamento com contexto

adicional minimo.

Conhecimento Visual.

Em agentes LLM, conhecimento visual é primariamente representado através de em-
beddings continuos gerados por codificadores visuais, que sdo entao integrados com
informagoes textuais para facilitar entendimento e raciocinio de dados multimodais.
A representacao de conhecimento visual tipicamente inclui representacoes vetoriais
latentes de imagens (por exemplo, codificagoes de Transformer visual), codificagoes
objeto-céntricas, e outras formas, todas processadas junto com informagoes de lin-
guagem através de mecanismos padrao de auto-atengao. Agentes LLM alavancam
estes embeddings visuais para alcancar forte desempenho através de varias tarefas,
como VQA, legendagem de imagens e raciocinio incorporado. Em aplicacoes prati-
cas, PaLM-E (DRIESS et al. 2023) incorpora ainda mais entradas continuas como
dados visuais e estimagoes de estado no LLM, permitindo raciocinio incorporado e
tomada de decisao através de um framework de processamento multimodal unificado,
demonstrando capacidades de aprendizado de transferéncia entre tarefas. Modelos
como LLaVA (LIU et al) 2024a) integram codificadores visuais CLIP com mode-
los de linguagem e aplicam ajuste fino de instrugdo visual, permitindo raciocinio

conjunto sobre informagoes visuais e textuais em tarefas complexas.

Conhecimento Auditivo.

Conhecimento auditivo engloba fala e eventos auditivos, que podem ser represen-
tados através de formas como codificadores de fala e imagens de espectrograma.
Ao processar fala, agentes LLM podem discretizar entrada de fala via médulos de

conexao e incorpora-la em um espaco vetorial compartilhado com texto. Por exem-
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plo, em SpeechGPT (ZHANG et all |2023a), tokens de fala gerados pelo codificador
HuBERT (HSU et al.l [2021)) sao incorporados no vocabulario LLaMA (TOUVRON
et all, |2023), permitindo que o LLM processe entrada de fala. Outra abordagem
envolve alinhar codificadores de fala com o LLM usando conectores como cama-
das totalmente conectadas, atengdo cruzada multi-cabeca (LYU et al., 2023a), ou
Q-Former (LI et all [2023c), que preserva mais informagoes de fala e alcanga com-
pressao eficiente, suportando assim o processamento de segmentos longos de fala (YU
et all, 2024a)). Eventos auditivos sdo tipicamente tratados como imagens de espec-
trograma de tamanho fixo e processados usando métodos de modelos de linguagem
visual. Adicionalmente, LLMs de dudio end-to-end, como AudioPaLM (RUBENS-
TEIN et all,2023), podem lidar simultaneamente com fala e outros sinais auditivos
para atender requisitos auditivos mais amplos. Por exemplo, em AudioGPT (HU-
ANG et al), 2024), o LLM é integrado com varios modelos auditivos fundacionais
para processar informacgoes auditivas complexas, permitindo reconhecimento auto-
matico de fala (ASR) e conversao de texto para fala (TTS). Estes exemplos demons-
tram as capacidades robustas e adaptabilidade extensiva dos LLMs em processar e

gerar audio.

Outro Conhecimento.

Além de texto, dados visuais e auditivos, LLMs frequentemente precisam utilizar co-
nhecimento especializado de dominios especificos como pesquisa cientifica (COBBE
et al), 2021; IDING et al., 2023)), informagoes médicas (SINGHAL et al., 2023alb;
TU et all 2024), ou especificagoes técnicas (MADAAN et al., [2022b; PALLAGANI
et all,[2024; XU et all,[2022). Isto aprimora sua habilidade em lidar com tarefas que
requerem expertise profunda de dominio. Formatos de conhecimento de dominio es-
pecifico incluem descri¢coes em linguagem natural, embeddings, tokens e estruturas
em arvore, que permitem que LLMs processem e entendam informagoes complexas
de varios campos. Em dominios cientificos, LLMs podem auxiliar em analise de
dados, geracao de hipoteses e revisao de literatura. Por exemplo, em (DING et al.|
2023), destaca-se como integrar conhecimento de dominio especifico aprimora o de-
sempenho de LLMs em tarefas especializadas. Enquanto em (COBBE et al., [2021)),
aprimora-se a capacidade de grandes modelos de linguagem para realizar raciocinio
matematico multi-passo treinando verificadores em um conjunto de dados diverso
de problemas de palavras matematicas elementares, que avaliam a correcao de solu-
¢oes geradas pelo modelo e selecionam a resposta mais precisa. No campo médico,
LLMs podem apoiar profissionais recuperando e sintetizando informacoes médicas
de bancos de dados como PubMed (CHOWDHERY et al. 2023). Esta capacidade
é crucial para aplicagdoes como suporte a decisao clinica, onde informacoes precisas
e atualizadas sdo essenciais. Por exemplo, MedPaLM (SINGHAL et al., [2023a),
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um LLM ajustado para didlogo médico, aproveita conhecimento de dominio especi-
fico para fornecer respostas precisas e confiaveis a consultas médicas. Este modelo
integra literatura médica e diretrizes clinicas em sua base de conhecimento, aprimo-
rando sua habilidade de realizar tarefas como assisténcia a diagnéstico e educagao

de pacientes.

Recuperacao de Conhecimento

A recuperacgao de conhecimento é um aspecto critico da utilizagao efetiva de LLMs,
pois envolve acessar informagoes externas para suplementar a base de conhecimento
inerente do modelo. Isto assegura que LLMs possam fornecer respostas precisas e
contextualmente relevantes, aprimorando seu desempenho através de varios domi-
nios. Diversos métodos sao empregados para recuperacao eficiente de conhecimento,

cada um com sua propria abordagem e aplicagoes.

Consultas a Bancos de Dados e Bases de Conhecimento.

Consultas a bancos de dados e bases de conhecimento envolvem acessar dados estru-
turados de repositérios como Google Knowledge Graph, PubMed (CHOWDHERY
et all, [2023) e outros bancos de dados de dominio especifico. Estas fontes oferecem
informagoes confiaveis e organizadas que podem ser integradas com saidas de LLM
para aprimorar a precisao e relevancia de respostas geradas. Um exemplo notavel de
integragao de bancos de dados externos é o sistema ChatDB (HU et al., 2023a), que
usa consultas SQL para buscar dados relevantes logicamente, tornando mais facil
para agentes operarem. Similarmente, SQL-PALM (SUN et al., [2023) emprega um
modelo Text-to-SQL baseado em LLMs, aprimorando significativamente a precisao
de consulta e interagoes com banco de dados. Outro exemplo, KnowledGPT (WANG
et al), 2023c), permite que LLMs acessem e recuperem conhecimento de bases de
conhecimento externas através do prompting "Program of Thoughts", aprimorando

assim sua habilidade de responder perguntas.

Web Scraping e Chamadas de API.

Web scraping e chamadas de API permitem que agentes baseados em LLM coletem
informacgoes em tempo real da internet. Este método é particularmente util para
tarefas que requerem dados atualizados, como sumarizacdo de noticias ou analise
de mercado. Web scraping envolve usar ferramentas automatizadas para extrair
dados de paginas web, fornecendo grandes quantidades de dados de fontes diversas.
Chamadas de API, por outro lado, envolvem consultar APIs para buscar informacoes
especificas, como artigos de noticias, atualizagoes climaticas ou dados financeiros.

Diversos estudos integraram LLMs com ferramentas especificas como busca web
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(NAKANO et al., 2021)), compilador (GAO et al., [2023b)) e calculadora (COBBE
et all, [2021)). (PARISI et al. 2022) criou um conjunto de dados para instrugao de
API e ajustou LLMs para ajuda-los a usar ferramentas e recuperadores efetivamente.
Gorilla (PATIL et all 2023) é um LLM de ajuste fino que supera o desempenho
do GPT-4 (ACHIAM et al., 2023) em escrever chamadas de API, visando gerar
parametros de entrada precisos para chamadas de API e aliviar alucinagoes durante

chamadas externas de API.

Geragdo Aumentada por Recuperagiao (RAG).

Modelos RAG combinam mecanismos de recuperagao com modelos generativos para
produzir respostas ricas em contexto (LEWIS et al., 2020). Esta abordagem é efetiva
para resposta a perguntas de dominio aberto e agentes conversacionais. No estagio
de recuperacao, o sistema extrai fragmentos de documentos relevantes para a con-
sulta de fontes de conhecimento externas. A fonte priméaria de recuperacao é dados
textuais, mas pode ser estendida para dados semi-estruturados (por exemplo, PDFs)
(LUO et al, 2023; ZHA et al), 2023), dados estruturados (por exemplo, grafos de
conhecimento) (HE et al.,2024b), e contetido gerado pelos préprios LLMs (CHENG
et all, 2024a; YU et all 2022)). Além da recuperacao de passo unico comumente
usada, RAG incorpora trés tipos de processos de aprimoramento de recuperagao:
recuperacao iterativa (SHAO et al. 2023), recuperacao recursiva (TRIVEDI et al.,
2023) e recuperagao adaptativa (ASAI et al.,[2023; JIANG et al., 2023), que sao pro-
jetados para melhorar eficiéncia e precisao na solugao de consultas complexas (GAO
et all, 2023c). No estagio de geracao, o modelo melhora a qualidade das respos-
tas dos LLMs re-classificando segmentos de documentos para destacar os resultados
mais relevantes (ZHUANG et al, 2023)) ou selecionando ou comprimindo contextos
para reduzir informagcoes redundantes e gerenciar entradas excessivamente longas
(XU et al) 2023b; YANG et al., 2023a). Adicionalmente, LL.Ms podem ser ajusta-
dos para cendarios especificos e caracteristicas de dados, aprimorando a relevancia e
precisao das respostas geradas (DU e JI, [2022; LI et al, 2023f).

Questoes de Extracao

No desenvolvimento e aplicacado de LLMs, uma gama de questoes de extracao sao
encontradas, impactando diretamente a precisao, aplicabilidade e viés dos mode-
los. Estas questoes abrangem desafios relacionados a atualizacao de conhecimento,
alucinacao e viés. Abordar estes desafios necessita uma abordagem abrangente in-
tegrando estratégias como alavancar fontes de conhecimento externas, aprimorar

transparéncia e empregar técnicas de desviés.
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Editar Conhecimento Errado e Desatualizado.

Um dos desafios primérios para agentes LLM na extragdo de conhecimento ¢é as-
segurar a tempestividade e precisao da informagao. Como LLMs sao tipicamente
treinados em dados historicos, isto pode levar a um atraso no processamento das
informagoes mais recentes. Quando tarefas requerem conhecimento que é mais re-
cente que os dados de treinamento, LLMs frequentemente lutam para lidar. Uma
abordagem direta ¢ atualizar regularmente LLMs com novos dados, mas o ajuste
fino de LLMs incorre em altos custos, e treinamento incremental pode resultar em
esquecimento catastréfico (KIRKPATRICK et al., 2017), onde o modelo perde o
conhecimento amplo que adquiriu durante o pré-treinamento. Portanto, desenvol-
ver métodos eficientes para incorporar novo conhecimento em LLMs existentes para
manté-los atualizados torna-se primordial. Abordagens atuais incluem alavancar
fontes de conhecimento externas para suplementar a base de conhecimento de LLMs
(PENG et al., 2023 WANG et al., 2023c). Integrando informagoes relevantes recu-
peradas no contexto, LLMs podem adquirir novo conhecimento factual e ter melhor
desempenho em tarefas relevantes. Contudo, estes métodos ainda ficam aquém ao
lidar com atualizagdes de conhecimento mais profundas. Técnicas de edi¢cao de mo-
delo (LI et al., [2024b; MITCHELL et al., [2022; YAO et all 2023b) também sao
empregadas para alterar comportamento do modelo, seja modificando pardmetros
do modelo ou usando mecanismos de pos-edicao externos para alcancgar atualiza-
¢oes de conhecimento, mas ainda enfrentam limita¢oes em aplicagoes do mundo real

devido a sua baixa especificidade.

Alucinacao.

Alucinagao refere-se ao fendomeno onde agentes LLM geram texto que se desvia da
realidade (MAYNEZ et al., 2020; RAUNAK et al.,[2021;|[ZHANG et al.,|[2023g). Alu-
cinagoes podem ocorrer devido a supergeneralizacao do modelo a partir de dados de
treinamento ou interpretagdes erroneas de informagoes incompletas ou enganosas.
Alucinagoes geradas por LLMs podem ser categorizadas em dois tipos: alucinagoes
intrinsecas e alucinagoes extrinsecas (JI et al), 2023)). Alucinagoes intrinsecas en-
volvem geracao de texto que contradiz a légica de entrada, enquanto alucinagoes
extrinsecas envolvem geracao de texto contendo informagoes que nao podem ser
verificadas com informacgoes existentes. Para abordar o problema de alucinacao,
pesquisadores propuseram varios métodos. Uma abordagem ¢ integrar bases de
conhecimento externas e sistemas de verificagdo de fatos para verificar a precisao
do conteido gerado (GUO et al., [2022; HU et al., 2023a; THORNE e VLACHOS]
2018). Outra abordagem é aprimorar a transparéncia e interpretabilidade do mo-
delo para melhorar a credibilidade das saidas (DHULIAWALA et al.,[2024; HUANG
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et all, 2023a; WEI et al., 2022c). Estes métodos incluem ajuste fino com dados de
alta qualidade ou ajuste fino baseado em feedback humano (OUYANG et al., [2022;
WU et all 2024a; ZHOU et al., 2024a)). Por exemplo, a tarefa Truthful QA (LIN
et all, 2022b) visa detectar se o modelo imita declaragdes falsas humanas. Adicio-
nalmente, algumas técnicas como geracao aumentada por recuperacao e estratégias
de decodificacao estao sendo exploradas para reduzir alucinagdes. Métodos de gera-
¢ao aumentada por recuperagao (LEWIS et al., 2020; [SHAO et al., 2023; ZHANG
et al), [2023f) aprimoram a precisao da geracao de linguagem introduzindo mate-
rial fonte adicional e fornecendo mecanismos para verificar inconsisténcias entre a
resposta gerada e o material fonte. Estratégias de decodificagdo (CHUANG et al.,
2023; DHULIAWALA et al.,2024; SHI et al.,2024)) otimizam a forma como modelos
de linguagem selecionam tokens de saida durante a geracao de texto, equilibrando

diversidade e precisao factual, mitigando assim a ocorréncia de alucinagoes.

Viés Espurio.

No reino da inteligéncia artificial, a justica e precisao dos modelos sao frequente-
mente comprometidas por vieses fortuitos e desequilibrios de classe presentes nos
dados de treinamento, coletivamente referidos como viés espirio. Uma preocupagao
importante é o aprendizado de atalhos, onde modelos dependem de pistas espurias e
nao generalizaveis nos dados de treinamento ao invés de aprender caracteristicas ro-
bustas. Por exemplo, um modelo de linguagem pode prever incorretamente devido a
co-ocorréncia frequente de palavras de funcao com rotulos especificos no conjunto de
treinamento (GEIRHOS et al., 2020). Adicionalmente, modelos podem desenvolver
preferéncias baseadas na ordem das amostras de treinamento, como a posicao de res-
postas em tarefas de resposta a perguntas potencialmente influenciando julgamentos
do modelo (LU et al.,2022)). O aprendizado de atalhos pode ser mitigado através de
métodos como desviés de dados, treinamento adversarial, regularizagao interpreta-
tiva e regularizacao de confianga (DU et al., 2023a)). Viés de rotulo representa outra
forma de pseudo-viés, frequentemente derivando de desequilibrio de classe dentro do
conjunto de dados de treinamento. Este desequilibrio pode causar modelos a serem
excessivamente sensiveis a classe majoritaria enquanto sendo insuficientemente sen-
siveis a classes minoritarias. Por exemplo, em tarefas de andlise de sentimento, um
modelo pode tender a prever sentimento positivo devido a uma superabundancia de
amostras positivas, mesmo quando o texto realmente transmite sentimento negativo
(TANG et all 2023al). Para reduzir tal viés, pesquisadores propoem reequilibrar
conjuntos de dados, empregar técnicas de amostragem avancadas, e desenvolver no-
vas métricas de avaliagdo para aprimorar a justi¢ca e robustez do modelo (ZHOU
et all, 2024D)).
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3.2.9 Utilizacao de Habilidades do Agente

As capacidades dos agentes baseados em LLM sdo uma manifestagdo de sua in-
teligéncia cognitiva. Aproveitar estas habilidades permite que agentes analisem,
sintetizem informacoes percebidas e se engajem em pensamento criativo. Dada a
proficiéncia excepcional dos LLMs em lidar com informacgoes contextuais longas, ca-
tegorizamos as habilidades dos agentes em trés tipos principais: raciocinio, planeja-
mento e generalizagdo. Raciocinio envolve inferéncia légica baseada em experiéncias
histéricas e conhecimento atual, extraindo paradigmas universais. Planejamento
implica na aplicacao de regras gerais de alto nivel a novos cenarios, resultando em
planos concretos e acionaveis. Generalizagao busca aplicar experiéncias existentes
para abordar situacoes e problemas novos. Nas se¢oes seguintes, forneceremos uma

exploragao aprofundada da utilizacao destas trés capacidades.

Raciocinio e Planejamento

Raciocinio e planejamento envolvem o processo sistematico de alavancar experiéncia
histérica, conhecimento comum e informagoes de estado atual para realizar analise
légica, derivando assim insights de alto nivel, mais profundos. Subsequentemente,
estes insights sao aplicados a situacao presente para gerar resultados inferenciais
atualizados. Além disso, & medida que tarefas avangam, agentes podem utilizar
introspeccao para ajustar seus planos, assegurando um alinhamento mais proximo
com condi¢oes do mundo real, facilitando, em tltima instancia, execucao de tarefas
adaptativa e bem-sucedida. Estas habilidades sao capacidades humanas fundamen-
tais que sustentam resolucao de problemas, tomada de decisao e anélise critica, for-
mando a base da percepcao humana e interagao social (GALOTTI, [1989; WASON
e JOHNSON-LAIRD, 1972). Estes processos cognitivos abrangem trés componen-
tes chave: raciocinio dedutivo, indutivo e abdutivo (HUANG e CHANG, 2023).
Aproveitando a capacidade robusta de raciocinio e planejamento baseado em texto
inerente aos grandes modelos de linguagem (LLMs) (BUBECK et al. [2023; WEI
et all, [2022b)), torna-se essencial para agentes baseados em LLM perceber efetiva-
mente ambientes complexos, executar tarefas intrincadas e se engajar em interagoes
humanizadas. Este framework sofisticado de raciocinio e planejamento permite que
agentes naveguem e se adaptem a cenarios dinamicos, aprimorando assim sua ca-
pacidade de desempenhar e interagir de maneira semelhante a processos cognitivos
humanos. De acordo com os passos e resultados de decisao associados ao raciocinio
e planejamento dos agentes, delinearemos as metodologias relevantes e processos
inferenciais de duas perspectivas: (1) Raciocinio de Passo Unico e (2) Raciocinio de
Multiplos Passos. Estas abordagens fornecem um framework estruturado para en-

tender como agentes utilizam capacidades de raciocinio e planejamento para derivar
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decisoes, adaptar-se a novas informacoes e planejar efetivamente suas agoes dentro
de contextos variados. A visualizagdo destas abordagens é apresentada na Figura

3.4

Entrada do Froblema

|

Tipo de Raciocinio

T

Raciocinio de Miltiplos Passos

}

Decomposigie do Froblema

}

Passo 1 Andlize Inicial

l

Passo 2: Raciocinio Intermedidrio

} ,

Fasso 3: Sintese Raciocinio de Fasse Unico

| — 1 T

... Paesos Adicionais Raciocinio Abdutive Raciocinio Indutive Raciocinio Dedutivo

} } ! I

Plansjsmente Sequencial Inferéncia da Melhor Explicagdo Seneralizagie a partir de Exemplos Aplicagio de Regras Légicas

} —_—

Adaptagio Dindmica

— i

Execuglo de Tarefa

Avaliagio de Resultados

Néo/ - éin‘

Refinamento do Raciocinio Tarefa Concluida

Figura 3.4: Representacao de raciocinio e planejamento em agentes, distinguindo
entre abordagens de passo tnico (dedutivo, indutivo e abdutivo) e multiplos passos
(com decomposigao sequencial), incluindo mecanismos de avaliagdo e refinamento
iterativo.

Estrutura de Plano.

Durante o processo de formulacao de plano, agentes geralmente decompoem uma
tarefa abrangente em numerosas subtarefas, e varias abordagens foram propostas
nesta fase. Notavelmente, alguns trabalhos defendem que agentes baseados em LLM

decomponham problemas abrangentemente de uma vez, formulando um plano com-

pleto de uma vez e entdo executando-o sequencialmente (AHN et all 2022; XU et al.,

2023a). Em contraste, outros estudos como a série CoT empregam uma estratégia

adaptativa, onde planejam e abordam subtarefas uma de cada vez, permitindo mais
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fluidez ao lidar com tarefas intrincadas em sua totalidade (KOJIMA et al., [2022;
LYU et al, |2023b; |WEIL et all [2022¢). Adicionalmente, alguns métodos enfatizam
planejamento hierdrquico, enquanto outros ressaltam uma estratégia na qual planos
finais sdo derivados de passos de raciocinio estruturados em um formato semelhante
a arvore (WU et al., 2022, YAO et al., [2024). A dltima abordagem argumenta que
agentes devem avaliar todos os caminhos possiveis antes de finalizar um plano. En-
quanto agentes baseados em LLM demonstram um escopo amplo de conhecimento
geral, podem ocasionalmente enfrentar desafios quando encarregados de situagoes
que requerem conhecimento especializado. Aprimorar estes agentes integrando-os

com planejadores de dominios especificos demonstrou produzir melhor desempenho.

Método de Passo Unico.

Nesta estratégia, agentes decompoem uma tarefa complexa em varias subtarefas
através de um unico processo de raciocinio e planejamento baseado nas diretrizes
da tarefa atual. Estas subtarefas sao ordenadas sequencialmente, com cada subta-
refa logicamente seguindo a anterior. Agentes baseados em LLM aderem a estes
passos para alcancar o objetivo final. Tipicamente, agentes realizam o processo de
raciocinio através de elicitacao baseada em prompt, onde o contexto inclui registros
histéricos da memoria, o estado do ambiente circundante e o status atual dos agen-
tes como informagao auxiliar para tomada de decisao. Com base nas diretrizes da
tarefa atual, agentes integram sua inteligéncia inerente com conhecimento externo
para deduzir uma série de passos racionais e viaveis para resolver tarefas complexas.
Especificamente, aprendizado em contexto introduz uma metodologia onde LLMs
sao fornecidos com alguns exemplos de raciocinio e planejamento, permitindo-lhes
inferir solugdes para novas situagoes através de raciocinio e planejamento analogos.
Por exemplo, a técnica Chain of Thought (CoT) (WEI et al. [2022c]) induz LLMs a
pensar sobre problemas passo a passo, sistematicamente desconstruindo tarefas in-
trincadas em componentes manejaveis, facilitando assim planejamento e deliberagao
a longo prazo. A abordagem Zero-shot-CoT (KOJIMA et al. |2022) capacita LLMs
a gerar autonomamente processos de raciocinio para tarefas induzindo-os com frases
gatilho como "pense passo a passo'. Para aprimorar a racionalidade e precisao da
tomada de decisao dos LLMs, mitigando o problema de alucinacao que pode ocorrer
durante raciocinio de passo unico, varias abordagens empregam raciocinio multi-
caminho para selecionar o resultado 6timo. Cada passo intermediario pode levar
a multiplos passos subsequentes. Especificamente, A abordagem Tree of Thought
(ToT) (YAO et all 2024) decompde problemas em uma estrutura de arvore, criando
multiplos caminhos de solugdo com cada né representando um estagio diferente de
"pensamento’. O Graph of Thought (BESTA et al, 2024) expande a estrutura

de raciocinio semelhante a arvore no ToT para estruturas de grafo, resultando em
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estratégias de prompting mais robustas. O RAP (HAO et al., 2023) constr6éi um mo-
delo de mundo para simular os beneficios potenciais de varios planos, ultimamente
gerando o plano final agregando multiplas iteracoes. Estes métodos coletivamente
contribuem para um framework de tomada de decisao mais robusto e confiavel para
agentes baseados em LLM. Enquanto alguns trabalhos focam em empregar meca-
nismos de feedback para corrigir erros nos processos de raciocinio e planejamento
dos agentes, guiando-os a executar cadeias de raciocinio precisas, trabalhos ante-
riores podem ser categorizados em trés fontes primarias de feedback: (1) reflexao
interna do LLM baseada em meméria; (2) feedback humano; (3) feedback ambiental.
Quanto a primeira categoria, agentes baseados em LLM derivam insights de experi-
éncias historicas para atualizar ou otimizar estratégias e métodos de planejamento.
Por exemplo, ReWOO (XU et al. 2023a)) introduz um paradigma onde planos e
observagoes externas sao gerados independentemente pelos agentes. Estes planos
e observagoes derivados independentemente sao entao integrados para produzir os
resultados finais. Estas metodologias coletivamente aprimoram as capacidades de
tomada de decisao de agentes baseados em LLM aproveitando paradigmas de raci-
ocinio estruturados, multi-caminho e sensiveis ao contexto, permitindo-lhes assim
abordar tarefas complexas mais efetivamente. A integracdo de mecanismos de feed-
back assegura um processo de refinamento dinamico e iterativo, crucial para alcancar

raciocinio auténomo preciso e confiavel em sistemas baseados em LLM.

Método de Muiltiplos Passos.

Diferentemente do raciocinio de passo tnico, raciocinio de multiplos passos requer
invocacao iterativa de LLMs para multiplos ciclos de raciocinio, onde cada ciclo gera
um ou varios passos incrementais baseados no contexto atual enquanto mantendo
consisténcia com o objetivo geral. Raciocinio de multiplos passos visa aprimorar a
capacidade do LLM de resolver problemas complexos e entender tarefas de longo
prazo através de processos de raciocinio estruturados. Esta abordagem assegura
que o raciocinio e planejamento permanecam adaptativos e responsivos a requisi-
tos de tarefa e dinamicas ambientais em evolucao, facilitando assim capacidades
robustas de tomada de decisao e resolugao de problemas em sistemas baseados em
LLM. E importante distinguir entre dois conceitos relacionados mas distintos que
aparecem na literatura: sistemas multiagentes e comunica¢gdo multimodal. Sis-
temas multiagentes referem-se a arquitetura computacional onde multiplos agentes
autonomos colaboram para resolver problemas complexos, enquanto comunicagao
multimodal refere-se a capacidade de processar diferentes tipos de entrada de da-
dos (texto, imagem, dudio, etc.) dentro de um mesmo sistema. Um sistema pode
ser simultaneamente multiagente e multimodal, como observado em trabalhos que

integram multiplos agentes especializados capazes de processar diferentes modalida-
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des de informagao de forma coordenada. Métodos de multiplos estagios dissecam o
processo de planejamento em estagios distintos, visando melhorar o desempenho do
LLM em tarefas complexas de raciocinio e resolucao de problemas. O processo de
exploracao de DECKARD (NOTTINGHAM et al.l|2023) é dividido nos estagios de
Sonho e Vigilia. Durante o estagio de Sonho, o agente utiliza um LLM para decom-
por a tarefa em subobjetivos. No estagio de Vigilia, o agente aprende uma estratégia
modular para cada subobjetivo, verificando ou retificando suposi¢oes baseadas na

experiéncia do agente.

Raciocinio e Planejador Externos.

Enquanto LLMs exibem capacidades poderosas de raciocinio e planejamento através
de diversas aplicacOes, gerar planos precisos e eficientes para problemas de domi-
nio especifico coloca desafios significativos. Consequentemente, diversos estudos de
pesquisa integraram LLMs com ferramentas externas para colaborativamente abor-
dar desafios especializados. Estas ferramentas externas abrangem habilidades de
dominio especifico como APIs, modelos especialistas e técnicas envolvendo bancos
de dados externos (KARPAS et al. 2022; PATIL et al., 2023), renomados por sua
proficiéncia e alta precisao em dominios especificos. Aproveitando estas capacida-
des especializadas, agentes baseados em LLM equipados com planejadores externos
podem gerar planos mais eficientes, e em alguns casos 6timos. Especificamente,
CO-LLM (ZHANG et al., 2023d)) utiliza LLMs para gerar planos de alto nivel para
tarefas atuais, complementados por um modelo externo que refina estes planos em
estratégias mais granulares. Por outro lado, LLM+P (LIU et al.,[2023a) transforma
contextos de prompt contendo o estado atual do agente, observagoes ambientais e
experiéncias histéricas em Linguagens de Definicdo de Dominio de Planejamento
(PDDL) formais. Subsequentemente, esta informacdo textual é alimentada a um
raciocinio externo para inferéncia e a geracao de arranjos detalhados de planeja-
mento. Esta abordagem integrada aprimora as capacidades de planejamento de
LLMs alavancando tanto sua proeza de raciocinio baseado em texto quanto a pre-
cisdo de modelos de raciocinio externos adaptados a dominios especificos. Estes
métodos aprimoram significativamente as capacidades adaptativas e perceptuais de
agentes baseados em LLM na navegacdo de ambientes complexos, melhorando as-
sim sua habilidade de planejar e se engajar em interacoes sofisticadas de resolucao
de problemas e colaboracao. Empregando estas metodologias, agentes podem ser
guiados em dire¢do a processos mais eficientes, racionais e efetivos de raciocinio,

planejamento e execucgao.
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Generalizacao

As capacidades de generalizagao dos agentes LLM sao criticas para sua efetividade
através de uma ampla gama de ambientes dindmicos e imprevisiveis. Generalizagao
se manifesta especificamente na forma de transferibilidade, permitindo que agentes
apliquem conhecimento aprendido em um dominio a outro, e robustez, suportando
adaptacgao a diversas variagoes de entrada. Esta capacidade de generalizacao asse-
gura que agentes LLM possam manter alto desempenho através de diferentes contex-
tos sem extensivo retreinamento ou intervencao humana. A utilizagdo das habilida-
des de generalizacao dos agentes LLM ¢é refletida proeminentemente em areas como
aprendizado zero-shot, aprendizado few-shot e aprendizado many-shot. Tarefas nao
vistas referem-se aquelas que o agente nao encontrou durante a fase de treinamento.
A natureza dindmica da maioria dos ambientes de aplicagdo necessita que modelos
possuam a capacidade de responder efetivamente a situagdes imprevistas. Agentes
LLM podem alavancar seu treinamento em larga escala em conjuntos de dados diver-
sos para inferir e aplicar conhecimento relevante, permitindo-lhes adaptar-se a novas
tarefas mais rapidamente e robustamente que modelos tradicionais. As abordagens
de generalizacao para agentes LLM para tarefas nao vistas podem ser amplamente

categorizadas baseadas em se o modelo passou por ajuste fino.

Aprendizado em Contexto (ICL).

Aprendizado em contexto envolve fornecer exemplos da tarefa atual dentro do
prompt de entrada, permitindo que o modelo use estes exemplos para inferir os re-
quisitos da tarefa e gerar respostas apropriadas (DONG et al., [2022). Este método
foi destacado no trabalho de (BROWN et al., [2020)), demonstrando a habilidade do
GPT-3 de aprender a realizar tarefas complexas através de exemplos no contexto. A
vantagem do ICL é que nao requer atualizacoes de parametro, tornando-o computa-
cionalmente eficiente e facil de implementar. No entanto, o desempenho do modelo
é sensivel a configuracoes especificas, incluindo a selegdo de templates de prompt, a
escolha de exemplares contextuais, e a sequéncia de exemplos, e exibe uma propen-
sao a prever respostas que frequentemente ocorrem na conclusao de prompts ou sao

prevalentes no conjunto de dados de pré-treinamento (ZHAO et al., [2021)).

Aprendizado Zero-Shot.

Aprendizado zero-shot requer que o modelo desempenhe novas tarefas sem quais-
quer exemplos especificos de tarefa ou ajuste fino, confiando inteiramente em seu
conhecimento pré-treinado. Em (RADFORD et al., 2019), demonstrou-se aprendi-
zado zero-shot com GPT-2, onde o modelo mostrou a habilidade de lidar com vérias

tarefas sem treinamento especifico de tarefa prévio. Este método destaca as capa-
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cidades de generalizacao inerentes do modelo e nao requer dados ou treinamento
adicional. No entanto, o desempenho do aprendizado zero-shot pode ser limitado
para tarefas altamente especializadas ou complexas, pois o modelo pode carecer do

conhecimento especifico necessario para executa-las efetivamente.

3.2.10 Acao

Ac¢oes representam os resultados comportamentais tangiveis de agentes dentro de
um ambiente interativo, efetuando assim mudancgas reais no ambiente e impactando
significativamente as interacoes entre agentes. Estas agdes sdo tipicamente deter-
minadas por uma combinagao de perfis, memoria e o contexto interativo (incluindo
interagOes agente-para-agente, agente-para-ambiente e agente-para-humano). Situa-
das na posicdo mais downstream, a¢des variam amplamente dependendo do cenario
de aplicacao. O mecanismo de agao pode ser elucidado de duas perspectivas: o pro-
cesso de criagao de agao e a aplicagdo de agoes: (1)Criacdo de Acao: Isto envolve os
processos e passos pelos quais a¢oes sao geradas. Engloba os frameworks de tomada
de decisao, algoritmos e procedimentos que levam a formulacao de agoes especificas
baseadas no estado interno do agente e estimulos externos. (2)Aplicacdo de Agao:
Isto refere-se aos contextos nos quais agoes sao aplicadas e os efeitos subsequentes

destas ac¢oes nos cenarios de aplicacao.

Criacao de Acao

Criacao de acao representa o estagio final onde agentes manifestam sua inteligéncia
dentro de ambientes interativos de sistemas multi-agente. A medida que as dinAmi-
cas ambientais flutuam e diretrizes de tarefa variam, agentes empregam estratégias
diversas e fontes de informagao para promulgar agoes alinhadas com os objetivos
abrangentes do sistema. Baseado no nexo temporal entre tomada de decisao e exe-
cucao de acao em ambientes interativos, delinearemos trés estratégias prevalentes

para criacao de acao.

Decisao de Passo Unico.

Primeiramente, tomada de decisdo instantdnea envolve agentes extraindo informa-
¢do recente, pertinente e significativa de seus bancos de memoria. Quando ne-
cessario, agentes suplementam esta informacao acessando bases de conhecimento
externas. Guiados por prompts derivados da amalgamacao de requisitos de tarefa
atuais, recordagoes de memoria e conhecimento externo, agentes prontamente for-
mulam planos e executam agoes correspondentes. Por exemplo, Generative agents
(PARK et al. 2023) mantém um fluxo continuo de memoria, usando informagoes

recentes e relevantes para guiar suas agoes. Similarmente, em GITM (ZHU et al.l
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2023b)), agentes consultam sua memoria para identificar experiéncias bem-sucedidas
relevantes para alcancar subobjetivos de baixo nivel, replicando agoes efetivas de
tarefas anteriores. Agentes colaborativos como ChatDev (QIAN et al., 2023) e Me-
taGPT (HONG et al. [2023) engajam-se em interagoes de didlogo onde histéricos
conversacionais armazenados na memoria influenciam as declaragoes de cada agente.
Estas estratégias ressaltam a capacidade adaptativa dos agentes de dinamicamente
integrar informagoes internas e externas, facilitando tomada de decisao efetiva e

execucgao de agdo responsiva em ambientes interativos complexos.

Planejamento Pré-definido.

Nesta estratégia, cada agao empreendida por agentes baseados em LLM adere es-
tritamente a planejamento pré-definido, que pode ser autonomamente gerado pelo
agente ou predefinido por usudrios. Por exemplo, em DEPS (WANG et al., 2023€),
agentes iniciam planejamento de acao para uma tarefa especifica e procedem com
a execucao a menos que indicagoes de falha no plano emerjam durante o processo.
Este método assegura que agentes mantenham consisténcia e aderéncia a cursos de

acao planejados ao longo de suas sequéncias operacionais.

Criagao Dinamica.

Esta estratégia representa uma sintese das duas abordagens precedentes, efetiva-
mente equilibrando a natureza pré-definida do planejamento de tarefa com adaptabi-
lidade a ambientes dinamicos. Inicialmente configurados com um plano de objetivo
abrangente, agentes geram um plano de objetivo abrangente. Subsequentemente,
durante interacoes, agentes aderem a estes objetivos abrangentes enquanto retendo
a flexibilidade para tomar decisdes instantaneas baseadas no ambiente interativo.
Em GITM (ZHU et all 2023b), por exemplo, agentes formulam planos de alto ni-
vel decompondo tarefas em multiplos subobjetivos. Estes planos guiam a execugao
sequencial de agoes visando abordar cada subobjetivo, ultimamente alcancando a

conclusao da tarefa geral.

Aplicagao de Agao

O contexto de agbes tipicamente passa por mudancas dindmicas baseadas em ce-
narios de aplicacao especificos. Aplicacao de acao refere-se a interacao e influéncia
direta entre agentes e seu ambiente, onde os resultados de seus comportamentos
impactam diretamente a realizacdo de tarefas atuais e a progressao geral de siste-
mas multi-agente. Dependendo dos diversos cendrios de interagao encontrados por

agentes, delinearemos estes aspectos através de trés dimensoes:
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Orientado a Tarefa.

Neste cenario, as agoes de agentes baseados em LLM visam realizar subtarefas es-
pecificas, que coletivamente contribuem para a conclusao de tarefas abrangentes
maiores através de divisao colaborativa de trabalho entre agentes. Aproveitando as
capacidades de planejamento inerentes em LLMs, DEPS (WANG et al., 2023¢€) de-
senvolveu um agente Minecraft capaz de resolver tarefas complexas decompondo-as
em subobjetivos manejaveis. Sistemas similares como GITM (ZHU et all 2023b)) e
Voyager (WANG et al. |2023a) também se baseiam extensivamente nas habilidades
de planejamento dos LLMs para navegar com sucesso e realizar tarefas diversas.
TaskMatrix. Al (LIANG et al] 2023) integra LLMs com milhoes de APIs para faci-
litar execucao de tarefa. Em seu nicleo estd um modelo fundacional conversacional
multimodal que se engaja com usuarios, compreende seus objetivos e contexto, e

subsequentemente gera codigo executavel adaptado a tarefas especificas.

Interagdo Comunicativa.

A tarefa primaria da interacao de agentes gira em torno de se engajar em discussoes
sobre um topico especifico para trocar ideias ou fomentar inovacao. Por exemplo,
agentes em ChatDev (QIAN et al, |2023)) colaboram através de comunicagao para

coletivamente realizar tarefas de desenvolvimento de software.

Exploracao Ambiental.

Exploracao ambiental primariamente implica agentes colaborando para explorar e
adaptar-se a ambientes dinamicamente mutaveis, assim expandindo suas capaci-
dades perceptuais e conjuntos de habilidades. Por exemplo, o agente em Voyager
(WANG et al., 2023a) se engaja na exploracao de habilidades desconhecidas durante
a conclusao de tarefa, continuamente refinando a execucgao destas habilidades base-
ado em feedback ambiental através de tentativa e erro iterativos. Apds a execucgao
de acoes pelos agentes, alguns estudos consideram o impacto direto no ambiente
interativo e tentam integrar perfeitamente aplicacbes downstream com as agoes dos
agentes. Esta integracdo primariamente envolve incorporar LLMs com a utilizagao
de ferramentas externas ou conhecimento. Especificamente, inclui APIs, calcula-
doras, interpretadores de codigo, modelos projetados por especialistas e bases de
conhecimento externas (KARPAS et al., 2022; SCHICK et al., [2024; SONG et al.,
2023c). Aproveitando estes recursos externos, agentes podem aprimorar seus pro-
cessos de tomada de decisao e melhorar a eficiéncia e precisao da execucao de tarefa.
Esta abordagem expande ainda mais o escopo de aplicacao e capacidades do médulo
de acao, facilitando planejamento estratégico mais direto e utilizagao de ferramentas

em aplicagoes downstream. Aprimora a habilidade do sistema de agente de adaptar-
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se a novas situagoes e alavancar ferramentas novas, assim ampliando o potencial para

execucao de tarefa efetiva e eficiente.

3.3 Evolucao

Assim como os humanos continuamente refinam suas habilidades cognitivas e adqui-
rem conhecimento através de interagoes com seu ambiente e outros, a evolugao em
agentes envolve a reflexdo continua sobre suas decisoes e agoes para atualizar dina-
micamente seu conhecimento e experiéncias, baseando-se em experiéncias existentes

e feedback recebido durante interagoes, como visualizado na Figura [3.5]

Conhecimento Externo

T

Dados Textuais Dados Visuais Dados Auditivos Web Scraping em Tempo Real

] ! ! !

Entrada da Tarefa Geragao Aumentada por Recuperagao Processamento Visual Processamento Auditivo Informagdes Atualizadas

! \5. —

LLM Base Integragéo de Conhecimento

Processo de Planejamento

)

Tomada de Decis@o Contextualizada ‘

!

Execugéo da Tarefa Aprimorada

Figura 3.5: Representacao do ciclo de evolugdo continua em agentes, mostrando
como feedback proveniente do ambiente, outros agentes e humanos é processado
através de trés mecanismos principais (atualizacdo de memoria, autorreflexao e ge-
ragao dindmica) para aprimoramento iterativo das capacidades do agente

Ao adotar mecanismos de evolucdo, agentes podem continuamente refinar ou
revisar seu entendimento atual, aprofundando assim sua proficiéncia em tarefas co-
nhecidas e expandindo sua exploracao bem-sucedida de tarefas desconhecidas. Con-
siderando as fontes de feedback externo obtidas durante interacoes, trabalhos exis-
tentes podem ser categorizados em trés tipos principais: informagcoes percebidas do
ambiente circundante, trocadas com outros agentes, ou transmitidas por humanos.
Para equipar agentes com estas diversas fontes de informagao, varios métodos tém
sido empregados para aprimorar suas capacidades de evolugao. Nas se¢oes seguintes,
fornecemos uma introducao detalhada a cada uma destas abordagens, elucidando as

técnicas usadas para reforcar o processo de evolugao em agentes.
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3.3.1 Fonte de Evolucao

O feedback recebido durante interacoes serve como informacao de referéncia indis-
pensavel para que agentes alcancem evolugao. Este feedback engloba os resultados
e impactos das decisoes e acoes dos agentes, guiando-os para introspeccao e, as-
sim, melhorando dinamicamente sua adaptacao a ambientes ou tarefas complexos.
Trabalhos anteriores predominantemente capturaram e transmitiram feedback em
forma textual (WANG et al., [2023dle; [YAO et all [2023a). Com base nas fontes
das quais os agentes recebem este feedback, ele pode ser categorizado em trés tipos
distintos. Cada fonte fornece insights tinicos que contribuem para os processos de

autorreflexdo e melhoria continua dos agentes.

Feedback do Ambiente

Feedback do ambiente refere-se as informagoes percebidas por agentes dentro de am-
bientes reais ou virtuais. Este tipo de feedback geralmente pertence a informagoes
em mudanca no ambiente resultantes das decisoes e agoes dos agentes durante suas
interagoes com o entorno externo. Tal feedback atua como um sinal de recompensa,
informando agentes sobre as consequéncias de suas ac¢oes. Este mecanismo é vivida-
mente demonstrado em planejamento de tarefas complexas e simulagoes robdticas
dentro de cendrios ambientais dindmicos (SHINN et al., 2023; WANG et al., [2024a).
Ao incorporar estas mudancas ambientais como feedback, agentes podem refinar
suas estratégias e agoes, melhorando assim sua adaptabilidade e desempenho em

ambientes em tempo real e simulados.

Interacao entre Agentes

Em sistemas multi-agente, informacoes de interacao entre agentes envolvem a troca
de informacoes colaborativas entre agentes. Estas informagoes tipicamente incluem
avaliacOes ou atualizagoes de status de outros agentes sobre as decisoes ou acoes de
um agente em particular, bem como comunicacao contextual entre agentes. Servindo
como sinais internos, estas informacgoes de interacao facilitam coeréncia e integragao
entre agentes, aprimorando e expandindo continuamente as capacidades colaborati-
vas do sistema multi-agente. Isso é particularmente evidente na execugao hierarquica
de tarefas e comunicagao de agentes dentro de simulagbes de mundo (ZHONG et al.|
2022). Através de tais trocas, agentes podem refinar sua coordenacao e melhorar o

desempenho geral do sistema em cendrios complexos e dindmicos.

Feedback Humano

Além dos feedbacks ambientais e de interacao entre agentes mencionados anteri-

ormente, o feedback humano constitui um sinal orientador fornecido por humanos
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para direcionar agentes a tomar melhores decisoes e agoes, aprimorando assim suas
capacidades cognitivas. Como um sinal subjetivo, o feedback humano efetivamente
alinha agentes com valores e preferéncias humanas e ajuda a mitigar problemas
como alucinacdo. FEste tipo de feedback é extensivamente utilizado em sistemas
onde agentes colaboram e se comunicam com humanos (FISCHER) [2023; WANG
et all, |2021)), assegurando que as agoes e decisoes dos agentes estejam em harmonia

com expectativas e padroes humanos.

3.3.2 Meétodos de Evolucgao

Métodos de evolugao abrangem uma variedade de técnicas projetadas para aprimorar
as capacidades e adaptabilidade de agentes através de automelhoria e aprendizado a
partir de interagbes com seu ambiente. Estes métodos sao cruciais para desenvolver
sistemas inteligentes que possam refinar autonomamente suas estratégias e compor-
tamentos para alcancar melhor desempenho em diversas tarefas e cenarios. A secao
abaixo mergulha em varias abordagens-chave, incluindo aprendizado por feedback,
ajuste fino supervisionado, engenharia de prompt e aprendizado por reforgo, cada

uma contribuindo distintivamente para a trajetoria evolutiva de agentes inteligentes.

Ajuste Fino

Ajuste fino envolve atualizar os parametros de um modelo pré-treinado para adapta-
lo a novas tarefas ou dominios. Este método assegura que o modelo seja especifica-
mente adaptado para novos desafios. Existem trés categorias principais de métodos
de ajuste fino: ajuste fino de modelo completo, ajuste fino de parametro pré-treinado

parcial e ajuste fino de parametro adicional:

Ajuste Fino Completo. Ajuste fino completo envolve atualizar todos os para-
metros do modelo pré-treinado para adapta-lo a tarefas novas especificas. Como ob-
servado em FireAct (CHEN et al., 2023a), ajuste fino de modelo completo pode ser
mais 6timo, particularmente quando aprendizado profundo do modelo para tarefas
especificas é requerido, desde que recursos permitam. No entanto, é computacional-
mente caro e demorado, e quando dados de nova tarefa sdo limitados, ha risco de

sobreajuste.

Repropésito. Reproposito tipicamente foca em ajustar camadas especificas de
um modelo pré-treinado, geralmente as camadas superiores, enquanto mantém as
camadas inferiores inalteradas (BROCK et al., |2017; |LIU et al., |2021b; ZHU et al.,
2023a). Adicionalmente, BitFit (ZAKEN et al., [2021) demonstra que, ajustando
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apenas os termos de viés do modelo ou um subconjunto deles, desempenho com-
paravel ou até melhor que ajuste fino de modelo completo pode ser alcancado em
conjuntos de dados de treinamento pequenos a médios. Similarmente, SIFT (SONG
et all, 2023b) propoe alavancar a esparsidade do gradiente do modelo em tarefas
downstream atualizando apenas os parametros-chave que contribuem mais signifi-
cativamente para a norma do gradiente. Embora repropdsito aumente a eficiéncia,
pode nao corresponder ao desempenho de ajuste fino de parametro completo quando
se aprofunda em tarefas especificas (ZAKEN et all 2021)). Além disso, a selegao de
parametros ou camadas para atualizar é frequentemente baseada em regras heuris-

ticas, o que pode requerer mais pesquisa para otimizar o processo de selegao.

Ajuste Fino de Parametro Adicional. Ajuste fino de pardmetro adicional in-
troduz um conjunto extra de parametros ao modelo original, permitindo ajuste fino
eficiente sem alterar os parametros pré-treinados.

1. Adaptador: Treinamento de adaptador introduz pequenas estruturas de rede
neural, conhecidas como adaptadores, entre as camadas do modelo pré-
treinado. Durante o ajuste fino, apenas estes adaptadores sao treinados en-
quanto os parametros do modelo original permanecem inalterados. Especi-
ficamente, adaptadores podem ser integrados em varias camadas do modelo
de maneira serial, paralela ou reparametrizada (HE et al., 2021; HOULSBY
et al), [2019; HU et al., 2023b; |PFEIFFER et all 2020)), e ao ajustar os para-
metros destes adaptadores, o desempenho do modelo em tarefas especificas é
aprimorado enquanto mantém a capacidade de generalizacao do modelo. No
entanto, seu desempenho é limitado pela capacidade dos adaptadores e pode
nao capturar totalmente a complexidade de tarefas altamente especializadas.
Copy

2. Adaptagiao de Baizo Posto (LoRA): LoRA (HU et al., 2021) envolve adicio-
nar matrizes de baixo posto aos parametros do modelo e entao ajustar estas
matrizes para adaptar a novas tarefas. QLORA (DETTMERS et al., 2024)
reduz a memoria requerida para ajuste fino de grandes modelos de lingua-
gem sem sacrificar desempenho ao introduzir LoRA em modelos de linguagem
pré-treinados congelados e quantizados. Isso exemplifica a eficiéncia de LoRA
em recursos computacionais e memoria. No entanto, seu desempenho pode
ser ligeiramente inferior ao ajuste fino de modelo completo para tarefas que
requerem modificagdes extensivas.

3. Ajuste de Prefizo: Ajuste de prefixo adapta-se a varias tarefas adicionando
vetores de prefixo especificos de tarefa a entrada do modelo. Por exemplo, em
(LI e LIANG, 2021)), demonstra-se que, otimizando estes prefixos, é possivel

alcancar desempenho comparavel ao ajuste fino de parametro completo com
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significativamente menos parametros. No entanto, prefixos de comprimento
fixo podem ser insuficientes para abordar a diversidade de tarefas. Para en-
deregar isso, APT (ZHANG et al. 2023h) emprega um mecanismo de portao
para ajustar dinamicamente os prefixos, aprimorando a eficiéncia e eficacia
do ajuste fino, embora sua aplicabilidade a arquiteturas nao-Transformer seja
limitada. A vantagem do ajuste de prefixo reside em reduzir o ntimero de
parametros, mas pode requerer ajustes especificos de tarefa aos prefixos, e seu
desempenho ainda pode ser limitado para certas tarefas.

4. Ajuste de Prompt: Ajuste de prompt adapta LLMs pré-treinados a tarefas es-
pecificas introduzindo "prompts suaves'treinaveis (LESTER et al. 2021). Este
método alavanca retropropagacao para otimizar os prompts enquanto mantém
o resto do modelo congelado. Por exemplo, P-Tuning (LIU et al., 2021a)) esta-
biliza o processo de treinamento combinando embeddings de prompt continuos
com prompts discretos e alcangou melhorias de desempenho significativas em
tarefas de compreensao de linguagem natural como LAMA (PETRONI et al.|
2019) e SuperGLUE (WANG et all [2019). Embora o ajuste de prompt seja
favorecido por sua eficiéncia de parametro e reusabilidade de modelo, pode
requerer prompts cuidadosamente projetados e um entendimento profundo da
tarefa, e pode nao corresponder totalmente a eficacia do ajuste fino de para-

metro completo para algumas tarefas complexas.

Aprendizado por Feedback

Aprendizado por feedback é uma abordagem que emprega informacoes de feedback
como contexto, permitindo que um agente "reforce'a geracao de politica iterativa-
mente sem a necessidade de atualizar pesos. Informacoes de feedback podem assumir
multiplas formas, como contextos de prompt (BROWN et al. 2020)), embeddings
(LESTER et al., 2021), tokens (BAI et al. 2022; LIU et al., 2021a; MADAAN et al.,
2024). Reflexion (SHINN et al., 2023)) ¢ um mecanismo inovador de aprendizado por
feedback que permite que agentes de linguagem reforcem o aprendizado recebendo
feedback verbal, ao invés de através de atualizagoes de peso. O agente reflete sobre
sinais de feedback de tarefa e armazena os resultados da reflexdo como texto em
memoria episddica, guiando processos futuros de tomada de decisao e assim me-
lhorando o desempenho em tentativas sucessivas. InstructGPT (OUYANG et al,
2022)) aprende coletando avaliagoes de anotadores humanos sobre a saida do modelo,
que incluem classificagoes de preferéncia para o texto gerado pelo modelo, servindo
como um sinal de feedback. Similarmente, DPO (RAFAILOV et al., 2024) ajusta
diretamente o comportamento do modelo baseado em classificacoes de preferéncia do
usuario, oferecendo uma otimizac¢ao mais direcionada ao alinhar saidas com feedback

humano de maneira computacionalmente eficiente.
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Engenharia de Prompt

Engenharia de prompt ¢ um método que utiliza prompts bem projetados e feedback
como dicas contextuais. Por exemplo, Retroformer (YAO et al.,2023al) permite que
um agente reflita sobre suas falhas passadas, integrando estas reflexdes em prompts
para guiar agoes futuras. Engenharia de prompt tem uma ampla gama de aplicagoes
em grandes modelos de linguagem. Por exemplo, AutoPrompt (SHIN et al., [2020)
aprimora o desempenho do GPT-3 em tarefas especificas gerando prompts perso-
nalizados, assim melhorando a qualidade de sua saida. A abordagem AutoPrompt
demonstra que, automatizando a geracao e otimizacao de prompts, o desempenho
de modelos de linguagem em tarefas especificas pode ser significativamente melho-
rado. O nucleo deste método reside na geragao automatica de prompts, que através
de ajuste e otimizacao continuos, permite que o modelo entenda melhor requisitos
de tarefa e produza saidas de alta qualidade. Prefix-tuning (LI e LIANG, 2021)) é
outra técnica de engenharia de prompt que envolve adicionar prefixos a prompts,
permitindo que o modelo de linguagem entenda e execute melhor tarefas especificas.
Prefix-tuning mostra que, otimizando prompts sem mudar os pesos do modelo, o
desempenho do modelo pode ser significativamente aprimorado. Este método adici-
ona prefixos especificos a prompts de entrada, permitindo que o modelo referencie
mais informacoes contextuais durante a geracao, assim melhorando a relevancia e

precisao da saida.

Aprendizado por Reforco

No aprendizado por reforco, um agente aprende a estratégia 6tima através de intera-
¢ao com o ambiente. Cada agao produz feedback correspondente (como recompensas
ou penalidades), e o agente continuamente ajusta sua estratégia baseado neste feed-
back para maximizar recompensas cumulativas. O nucleo do aprendizado por reforco
reside em tentativa e erro e otimizacao, onde o agente gradualmente aprende a fazer
decisoes 6timas em diferentes contextos através de multiplas tentativas e erros. Por
exemplo, ICPI (WU et al., 2024b) aprende em contexto usando grandes modelos de
linguagem para realizar iteragao de politica sem demonstracoes de especialistas ou
atualizagoes de gradiente, melhorando estratégias através de interacao por tentativa
e erro. InstructGPT (OUYANG et al. 2022), por outro lado, ajusta o GPT-3 atra-
vés de aprendizado por reforco com feedback humano, tornando-o melhor em seguir
instrugoes de usuario e melhorando seu alinhamento e desempenho através de varias

tarefas.
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3.3.3 Ajuste de Agentes

Um aspecto-chave do mecanismo de evolucao ¢ a atualizagao continua do conheci-
mento e experiéncias existentes dos agentes, ou o refinamento de decisoes e compor-
tamentos atuais antes da execucao. Este processo visa aprofundar as capacidades
cognitivas dos agentes e aprimorar sua responsividade a ambientes complexos e di-
namicos. Através de aprendizado e adaptacao iterativos, agentes podem melhorar

seu desempenho e manter relevancia em contextos em constante mudanca.

Atualizagcao de Memoria

Uma abordagem significativa enfatiza a expansao e aprofundamento da autoconsci-
éncia e experiéncias de aprendizado dos agentes. Este método geralmente envolve
agentes utilizando mecanismos de memoria para se engajar em autorreflexao baseada
em feedback coletado, através de processos de abstracao, sumarizacao e sintese. O
conhecimento e experiéncias recém-adquiridos sao entao armazenados na memoria
ou em uma base de dados externa. Por exemplo, em GITM (ZHU et al., |2023b)), o
agente inicialmente faz exploragoes no ambiente de interacdo. Ao realizar com su-
cesso uma tarefa, o agente armazena as agoes usadas em sua memoria. Similarmente,
em AppAgent (YANG et all 2023c), o agente aprende através de uma abordagem
dual de exploracao autonoma e observacao de demonstragoes humanas. Este pro-
cesso iterativo facilita a construgao de uma base de conhecimento abrangente, que
subsequentemente serve como referéncia para executar tarefas complexas através de
diversas aplicagoes moéveis. Em MemPrompt (MADAAN et al, 2022a), feedback
em linguagem natural de usuarios sobre as intenc¢oes de resolucao de problemas do
agente é capturado e armazenado na meméria. Subsequentemente, quando o agente
confronta tarefas analogas, ele acessa estas memorias armazenadas para formular

respostas mais apropriadas.

Autorreflexao

Enquanto pesquisas anteriores predominantemente focaram em aprimorar as capa-
cidades dos agentes para tomada de decisao de tarefa zero-shot e execucao eficiente,
uma abordagem geral envolve agentes evoluindo dinamicamente ao adaptar seus
objetivos iniciais e estratégias de planejamento baseado em feedback e registros de
comunicagao. (ZHANG et al. [2024€)) aproveita a fun¢ao vantagem avaliada por um
critico como feedback, e revisa o plano para interacao mais eficiente. MemoryBank
(ZHONG et all [2024)) realiza processamento de conversacao para destilar eventos
diarios em resumos concisos semelhantes a consolidacao de meméria humana de
experiéncias significativas. Através de interagoes continuas, agentes continuamente

avaliam e aprimoram sua base de conhecimento, gerando insights diarios sobre tragos
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de personalidade em evolugao.

Geracao Dinamica

Em certos contextos, o foco estd na manutengao autéonoma de sistemas multi-agente
para assegurar sua operagao continua. Dada a complexidade do ambiente, o sistema
pode ajustar dinamicamente sua escala gerando ou removendo agentes especificos de
tarefa. Por exemplo, em (CHEN et al., [2023c, 2024c), eles permitem que o sistema
escale e adapte efetivamente seus recursos, implantando agentes especificamente

criados para abordar demandas e desafios operacionais atuais.
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Capitulo 4

Proposta

4.1 Metodologia

Este capitulo apresenta os procedimentos metodologicos adotados para desenvolvi-
mento do artefato proposto, incluindo frameworks de avaliagao (TAM, TTF, AX e
ADDIE), estrutura experimental, caracterizagdo da amostra, instrumentos de coleta
de dados e métodos de analise aplicados nos estudos de caso realizados.

O processo de DSR aplicado nesta pesquisa segue as etapas propostas por
(DRESCH et al., [2020), adaptadas ao contexto especifico do desenvolvimento de
um sistema multiagente para o design de jogos educativos. A estruturacao completa
do processo esta apresentada na [Tabela 4.1]

O processo de DSR aplicado nesta pesquisa segue as etapas propostas por
(DRESCH et all 2020), adaptadas ao contexto especifico do desenvolvimento de
um sistema multiagente para o design de jogos educativos. A estruturacao completa
do processo esta apresentada na [labela 4.1}

Contexto da Pesquisa

O contexto desta pesquisa situa-se no dominio do design de jogos educacionais,
area que tem experimentado crescimento significativo devido ao reconhecimento do
potencial pedagégico dos jogos digitais. O cendrio atual caracteriza-se pela crescente
demanda por ferramentas educacionais digitais interativas que possam engajar estu-
dantes de forma efetiva, ao mesmo tempo em que atendem aos objetivos curriculares
estabelecidos.

O desenvolvimento de jogos educacionais tradicionalmente requer conhecimento
multidisciplinar, envolvendo competéncias em design de jogos, pedagogia, psicologia
da aprendizagem e desenvolvimento de software. Esta multiplicidade de conheci-
mentos necessarios cria barreiras significativas para educadores que desejam criar
seus proprios recursos digitais, resultando em dependéncia de desenvolvedores espe-

cializados ou solugoes genéricas que podem nao atender as necessidades especificas
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de contextos educacionais particulares.

A emergéncia de tecnologias baseadas em Large Language Models (LLMs) apre-
senta oportunidades inéditas para automatizacao e assisténcia inteligente em proces-
sos criativos complexos, incluindo o design educacional. Estas tecnologias oferecem
potencial para democratizar o acesso a ferramentas de criagao de jogos educacio-
nais, permitindo que educadores sem conhecimento técnico especializado possam
desenvolver recursos pedagogicos digitais customizados.

A conscientizagdo do problema envolveu uma compreensao das dificuldades en-
frentadas por designers educacionais, incluindo:

o Complexidade na integracao de elementos lidicos com objetivos pedagogicos

especificos

o Tempo consideravel necessario para o design de jogos educativos de qualidade

o Necessidade de conhecimento especializado tanto em design de jogos quanto

em pedagogia

o Escassez de ferramentas que facilitem o processo de design educacional

» Desafios na classificacao e definicao de objetivos educacionais adequados

Esta etapa foi fundamental para estabelecer os requisitos iniciais da solugao

proposta e delimitar o escopo da pesquisa.

4.1.1 Proposicao e Projeto do Artefato

Seguindo a Design Science Research e com base na conscientizagdo do problema,
foram propostos os seguintes artefatos como componentes de um sistema integrado
a LLMs, onde ocorrera:

1. Médulo de Brainstorming: Sistema para geragdo e organizacao de ideias
iniciais para jogos educacionais, com suporte de LLMs.

2. Médulo de Agente Socratico: Implementacao de um agente especializado
em aplicar o método socratico para refinamento de ideias e identificacao de
problemas potenciais.

3. Médulo de Taxonomia de Bloom: classificacdo e definicao de objetivos
educacionais baseados na Taxonomia de Bloom com auxilio de agente especi-
alista.

4. Médulo de Endo-GDC: Preenchimento assistido do Game Design Canvas
para Jogos Educativos Enddgenos, com miultiplos agentes especializados.

O projeto detalhado do sistema foi desenvolvido seguindo principios de arquite-

tura de software orientada a servigos e sistemas multiagentes, como discutido por

(XI et al., |2025) e adaptado as necessidades especificas desta pesquisa.
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4.2 Desenvolvimento do Artefato

O desenvolvimento do sistema seguiu uma abordagem iterativa e incremental, com
ciclos de implementacao, teste e refinamento. Esta abordagem permitiu ajustes
continuos com base nos resultados preliminares e feedback dos usuarios, alinhando-
se as recomendagoes de (DRESCH et al., [2020) para o desenvolvimento de artefatos
complexos. O processo de desenvolvimento incluiu as seguintes etapas:

o Implementacao da infraestrutura basica: desenvolvimento da camada de
persisténcia, APIs e interface de usuario.

e Integragao com APIs de LLM: estabelecimento de conexdes com modelos
de linguagem de grande escala, implementacao de gerenciamento de contexto
e processamento de respostas.

« Desenvolvimento dos agentes especializados: implementacao de agentes
com diferentes perfis e responsabilidades, incluindo seus prompts e logica de
funcionamento.

« Sistema de coordenacgao: desenvolvimento de mecanismos para coordena-
¢ao entre agentes e manutencao da coeréncia global.

 Refinamento e otimizacao: ajustes no sistema com base em testes iniciais,
incluindo melhorias de desempenho e usabilidade.

A implementacao técnica do sistema utilizou as tecnologias detalhadas na Secao
3.4, escolhidas por sua adequagao aos requisitos do projeto e alinhamento com as

praticas atuais de desenvolvimento de sistemas baseados em IA.

4.3 Avaliacao do Artefato

A avaliacao do artefato foi realizada através de multiplos estudos de caso, aplicando o
sistema em diferentes contextos educacionais. Esta abordagem multifacetada permi-
tiu uma compreensao abrangente das capacidades, limitagoes e impacto do sistema
proposto. Os estudos de caso abrangeram diversas dreas do conhecimento e niveis
educacionais, incluindo:

« Ensino de matemética no ensino fundamental

o Ensino de ciéncias no ensino médio

e Ensino de idiomas para adultos

o Formacao em lideranca e gestao

o Ensino de histéria no ensino médio

o Ensino de teoria musical

o Entre outros contextos educacionais
Para cada estudo de caso, o sistema foi utilizado para desenvolver um conceito

de jogo educacional completo, desde a geracao de ideias iniciais até a defini¢do
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de objetivos educacionais baseados na Taxonomia de Bloom. Os resultados foram
documentados e analisados segundo critérios de qualidade pedagogica, coeréncia do
design e eficiéncia do processo.

Este capitulo apresenta o sistema multiagente proposto para design de jogos
educativos, detalhando a arquitetura de quatro médulos funcionais especializados,
descrevendo os componentes do sistema, os fluxos de trabalho, as estruturas de

dados e os mecanismos de interagao entre agentes.

4.4 Arquitetura Geral do Sistema

A arquitetura do sistema foi concebida para suportar multiplos agentes especiali-
zados que colaboram no processo de design de jogos educacionais endégenos. Esta
arquitetura baseia-se em principios de sistemas distribuidos e incorpora elementos
de arquiteturas orientadas a servicos, permitindo a escalabilidade e a extensibilidade

do sistema.

Syatom

.............

,,,,,,,,,,,

Figura 4.1: Diagrama de Pacotes do sistema multi-agente para design de jogos
educacionais.

A Figura [4.1]ilustra a visao geral da arquitetura do sistema, mostrando os prin-
cipais componentes e suas interconexoes. O sistema é estruturado em quatro ca-
madas principais: apresentacao, controle, servigos e persisténcia. Esta organizagao
em camadas proporciona separacao de responsabilidades e facilita a manutencao e

extensao do sistema.

4.4.1 Camada de Apresentacao

A camada de apresentacao implementa a interface com o usuério através de com-
ponentes web que seguem o padrao MVC (Model-View-Controller). Esta camada
inclui os seguintes componentes:

o Views: Implementam a interface visual com o usudrio, incluindo paginas web

e componentes interativos.
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e Validadores de Formulario: Realizam verificacao de dados inseridos pelo
usuario antes da submissao ao backend.
« Componentes JavaScript: Implementam funcionalidade dindmica no lado
do cliente, permitindo interacoes em tempo real.
o Componentes de Visualizagdo de Dados: Apresentam informagoes e re-
sultados de forma visualmente compreensivel.
A implementagdo da camada de apresentacao utiliza tecnologias web padrao,
incluindo HTML5, CSS3 e JavaScript. Os frameworks React e Bootstrap sao utili-
zados para criar uma interface responsiva e consistente, enquanto bibliotecas como

D3.js sao utilizadas para visualizacoes de dados.

4.4.2 Camada de Controle

A camada de controle gerencia o fluxo de dados entre a camada de apresentacao e
a camada de servigos. Esta camada implementa a logica de negocios e coordena as
operacoes do sistema. Os principais componentes incluem:
o Controllers: Implementam a légica de controle para cada moédulo funcional
do sistema, processando requisi¢oes do usuario e coordenando as respostas.
o Filtros de Requisicao: Verificam e validam requisi¢bes antes do processa-
mento.
e Gerenciadores de Sessao: Mantém o estado da sessao do usuério durante
o processo de design.
e Mecanismos de Autorizacgao: Controlam o acesso a recursos do sistema.
Os controllers implementam o padrao de design MVC, recebendo requisi¢oes
da camada de apresentacgao, processando-as através da camada de servigcos e retor-
nando resultados formatados para exibi¢cao. Esta abordagem facilita a separacao de

responsabilidades e melhora a manutenibilidade do cédigo.

4.4.3 Camada de Servicos

A camada de servigos contém os componentes responsaveis por implementar a fun-
cionalidade principal do sistema, incluindo a comunicagao com os agentes baseados
em LLM. Esta camada inclui:
e Servicos de Agente: Implementam a logica para cada agente especializado
no sistema.
o Servigos de Integracao com LLM: Gerenciam a comunicagdo com modelos
de linguagem de grande escala.
e Servicos de Coordenagao: Coordenam a colaboracao entre miltiplos agen-
tes.

o Servicos de Analise: Processam e analisam dados do processo de design.
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A camada de servigos é implementada seguindo o padrao de injecao de depen-
déncia, permitindo a substituicao de componentes sem afetar o resto do sistema.

Esta abordagem facilita os testes unitarios e melhora a flexibilidade do sistema.

4.4.4 Camada de Persisténcia

A camada de persisténcia é responsavel pelo armazenamento e recuperacao de dados,
implementando o modelo de dados do sistema. Esta camada inclui:
e Repositorios: Implementam a logica de acesso a dados para cada entidade
do sistema.
o Contexto de Dados: Define o mapeamento entre objetos de dominio e ta-
belas do banco de dados.
« Migracgoes: Gerenciam a evolucao do esquema do banco de dados.
e Caches: Armazenam dados frequentemente acessados para melhorar o de-
sempenho.
A camada de persisténcia utiliza o Entity Framework Core como ORM (Object-
Relational Mapper), facilitando a implementagao do padrao de repositério e abs-
traindo os detalhes do banco de dados subjacente. O sistema suporta multiplos

provedores de banco de dados, incluindo SQL Server e PostgreSQL.

4.5 Sistema Multiagente

O niucleo da arquitetura proposta é o sistema multiagente que integra LLMs especi-
alizados para diferentes aspectos do processo de design de jogos educacionais. Esta
abordagem permite a decomposicao de tarefas complexas em subtarefas que podem

ser abordadas por agentes com expertise especifica.

4.5.1 Modelo de Agente

Cada agente no sistema segue um modelo comum que define sua estrutura e com-
portamento. Este modelo inclui os seguintes componentes:
o Perfil: Define as caracteristicas e especialidade do agente.
e Modbdulo de Percepcgao: Captura informacdes do ambiente, incluindo entra-
das do usuario e resultados de outros agentes.
e Moédulo de Raciocinio: Processa informagoes percebidas e toma decisoes
baseadas em sua especialidade.
e Moédulo de Atuacgao: Executa agoes baseadas nas decisdes tomadas.
e Moébdulo de Comunicagao: Permite a troca de informagdes com outros agen-

tes.
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Moédulo de Aprendizado: Permite que o agente melhore seu desempenho

com base em experiéncias passadas.

Este modelo é implementado como uma interface comum que todos os agentes

especificos implementam, garantindo consisténcia no comportamento dos agentes e

facilitando a integracao de novos agentes ao sistema.

4.5.2 Tipos de Agentes

O sistema implementa os seguintes tipos de agentes especializados:

Agente Coordenador: Responsavel pela coordenacao geral do processo de
design, orquestrando a comunicacao entre agentes e garantindo a coeréncia
global do design.

Agente Especialista em Mecanicas de Jogo: Foca na geracao e refina-
mento de mecanicas de jogo adequadas aos objetivos educacionais, conside-
rando as especificidades de jogos endégenos.

Agente Especialista em Narrativa: Desenvolve elementos narrativos que
integram contetido educacional de forma endogena.

Agente Especialista em Engajamento: Concentra-se em elementos que
promovem o engajamento dos jogadores, considerando aspectos motivacionais
especificos para contextos educacionais.

Agente Socratico: Implementa o método socratico para questionar e refinar
ideias, identificando inconsisténcias e oportunidades de melhoria.

Agente de Taxonomia de Bloom: Especializado na classificacao e formu-

lacao de objetivos educacionais segundo a Taxonomia de Bloom Revisada.

Cada tipo de agente é implementado como uma classe concreta que estende a

interface de agente comum, adicionando funcionalidades especificas a sua especiali-

dade.

4.5.3 Perfil de Agente

Os perfis de agente definem as caracteristicas e responsabilidades de cada agente

no sistema. Estes perfis sao armazenados em um formato estruturado e incluem as

seguintes informacoes:

Identificagao: Um identificador tinico para o agente no sistema.

Nome e Descrigao: Um nome legivel e uma descri¢ao da funcao do agente.
Especialidade: A area de expertise do agente (ex: mecénicas de jogo, narra-
tiva, etc.).

Conhecimento de Dominio: Informagoes especificas do dominio que o

agente utiliza para realizar suas tarefas.
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« Responsabilidades: As tarefas especificas que o agente é responsavel por
executar.

o« Comportamento de Comunicagao: Regras que governam como o agente
interage com outros agentes.

o Pardmetros de Configuragao: Configuragdes que controlam o comporta-
mento do agente.

Os perfis de agente sao carregados durante a inicializagdo do sistema e podem

ser ajustados durante a execucao para otimizar o desempenho do sistema.

4.5.4 Comunicacao entre Agentes

A comunicagao entre agentes segue o modelo baseado em intengoes e comprometi-
mentos, onde os agentes trocam mensagens estruturadas que expressam suas inten-
¢oes e solicitacoes. O sistema implementa os seguintes tipos de mensagens:
« Solicitagoes: Pedidos de informagdo ou agao enviados de um agente para
outro.
e Respostas: Informagoes fornecidas em resposta a solicitacoes.
« Atualizacgoes: Informacgoes enviadas proativamente para manter outros agen-
tes atualizados sobre mudancas relevantes.
o Coordenacao: Mensagens relacionadas a coordenacao de atividades entre
multiplos agentes.
Cada mensagem inclui os seguintes campos:
« Remetente: O agente que envia a mensagem.
e Destinatario: O agente que deve receber a mensagem.
« Tipo: O tipo de mensagem (solicitagao, resposta, atualizagao, coordenagao).
e Conteudo: O conteiido da mensagem, estruturado de acordo com o tipo.
o« Metadados: Informacoes adicionais sobre a mensagem, como prioridade e
tempo de vida.
As mensagens sao transmitidas através de um barramento de mensagens as-
sincrono, que permite comunicagao eficiente entre agentes enquanto desacopla os

emissores dos receptores.

4.5.5 Coordenacao de Agentes

A coordenagao entre agentes é gerenciada pelo Agente Coordenador, que implementa
mecanismos para garantir a coeréncia global do processo de design. Os principais
mecanismos de coordenacao incluem:

o Planejamento de Tarefas: Distribuicao de tarefas entre agentes especiali-

zados de acordo com suas capacidades.
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e Monitoramento de Progresso: Acompanhamento do estado de cada tarefa
atribuida aos agentes.
* Resolucao de Conflitos: Mediacao de conflitos entre sugestoes ou decisoes
de diferentes agentes.
o Priorizacao de Tarefas: Defini¢ao de prioridades para tarefas pendentes de
acordo com o contexto atual.
O Agente Coordenador mantém um modelo global do estado do processo de
design, que ¢ atualizado com base nas informacoes recebidas de outros agentes. Este
modelo ¢ utilizado para tomar decisoes de coordenacao e garantir a consisténcia do

Processo.

4.5.6 Mecanismo de Evolugao de Agentes

O sistema implementa mecanismos que permitem a evolucao dos agentes ao longo
do tempo, melhorando seu desempenho com base em feedback e experiéncia. Estes
mecanismos incluem:
e Aprendizado por Feedback: Os agentes recebem feedback sobre suas su-
gestoes e utilizam essas informagcdes para ajustar seus parametros internos.
« Memoéria Episédica: Agentes armazenam experiéncias passadas e as utili-
zam para informar decisoes futuras.
o Adaptacao de Parametros: Ajuste automatico de parametros de configu-
racao com base no desempenho observado.
o Transferéncia de Conhecimento: Compartilhamento de conhecimento
aprendido entre agentes com fungoes similares.
Estes mecanismos sao implementados através de algoritmos de aprendizado de
maquina que analisam padroes de feedback e ajustam os modelos internos dos agen-

tes de acordo.

4.6 Integracao com Modelos de Linguagem

A integracdo com modelos de linguagem de grande escala (LLMs) é um aspecto
central do sistema, permitindo que os agentes especializados utilizem a capacidade de

processamento de linguagem natural destes modelos para gerar sugestoes e analises.

4.6.1 Arquitetura de Integracao

A integracdo com LLMs segue uma arquitetura cliente-servidor, onde o sistema
atua como cliente e os servicos de LLM como servidores. Esta arquitetura inclui os

seguintes componentes:
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o Adaptadores de API: Implementam a comunicacdo com diferentes servigos
de LLM, abstraindo as diferencas entre APIs.

o Gerenciadores de Contexto: Preparam e gerenciam o contexto para soli-
citacoes a LLMs, garantindo que as informagoes relevantes sejam incluidas.

o Processadores de Resposta: Analisam e processam as respostas recebidas
dos LLMs, extraindo informagoes estruturadas.

e Mecanismos de Fallback: Implementam estratégias de recuperacao para
lidar com falhas de comunicacao ou respostas inadequadas.

Esta arquitetura suporta multiplos provedores de LLM, permitindo a sele¢do do

modelo mais adequado para cada tipo de tarefa.

4.6.2 Prompting Estruturado

O sistema utiliza técnicas de prompting estruturado para garantir que as solicitagoes
enviadas aos LLMs produzam respostas tteis e relevantes. Estas técnicas incluem:
« Templates de Prompt: Modelos predefinidos para diferentes tipos de soli-
citacoes, incluindo placeholders para informagoes especificas.
e Instrucgoes Contextuais: Informacoes adicionais fornecidas no prompt para
contextualizar a solicitacao.
« Exemplos Few-Shot: Exemplos de entradas e saidas esperadas, permitindo
que o LLM aprenda por analogia.
« Restricoes e Diretrizes: Regras especificas para o formato e conteido da
resposta esperada.
Os templates de prompt sao armazenados em um repositério centralizado e po-
dem ser atualizados independentemente do c6édigo do sistema, permitindo a melhoria

continua das solicitagoes sem necessidade de alteragoes no codigo.

4.6.3 Processamento de Respostas

As respostas recebidas dos LLMs sao processadas para extrair informacoes estrutu-
radas que possam ser utilizadas pelos agentes. Este processamento inclui:
o Parsing de Texto: Extracao de informagoes estruturadas de respostas tex-
tuais.
e Validacao Semantica: Verificacdo da relevancia e adequacao das respostas
para o contexto atual.
« Normalizagao de Formato: Conversao de respostas para formatos padro-
nizados utilizados internamente pelo sistema.
« Ranking de Sugestoes: Ordenacao de multiplas sugestoes por relevancia ou

qualidade.
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O processamento de respostas é implementado através de uma pipeline que aplica
multiplos estagios de processamento, cada um responsavel por um aspecto especifico

da transformacao da resposta bruta em informacoes estruturadas.

4.6.4 Gerenciamento de Contexto

O gerenciamento de contexto é um aspecto critico da integracao com LLMs, ga-
rantindo que as solicitagdes incluam informacoes suficientes para produzir respostas
relevantes. O sistema implementa os seguintes mecanismos de gerenciamento de
contexto:
o Selecao de Informacgoes Relevantes: Filtragem de informacgoes disponiveis
para incluir apenas as mais relevantes para a solicitacao atual.
e Compressao de Contexto: Técnicas para reduzir o tamanho do contexto
sem perder informagoes essenciais.
e Gerenciamento de Histérico: Manutencao de um histérico de interacoes
que pode ser incluido no contexto quando relevante.
o Atualizacdo Dinamica: Ajuste do contexto com base em mudangas no es-
tado do sistema ou feedback do usuario.
Estes mecanismos permitem que o sistema mantenha um equilibrio entre a in-

clusao de informagoes suficientes para contexto e a eficiéncia das solicita¢oes.

4.7 Mobdulos Funcionais

O sistema é organizado em quatro médulos funcionais principais, cada um responsa-
vel por uma etapa especifica do processo de design de jogos educacionais endégenos.

Esta secao detalha a implementacao e funcionamento de cada modulo.

4.7.1 Moébdulo de Brainstorming

O Médulo de Brainstorming facilita sessoes de brainstorming assistidas por TA para

geracao de ideias iniciais para jogos educacionais endégenos.

Estrutura de Classes A Figura [4.2] apresenta o diagrama de classes do Médulo
de Brainstorming.
O médulo de Brainstorming é implementado através das seguintes classes prin-
cipais:
o BrainstormController: Implementa os endpoints da API REST para o mé-
dulo de Brainstorming, processando requisi¢oes do cliente e coordenando o
fluxo de trabalho.
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Figura 4.2: Diagrama de classes do médulo de Brainstorming.

« BrainstormService: Implementa a légica de negdcios para sessoes de brains-
torming, incluindo criacao, gestao e finalizagdo de sessoes.
o BrainstormSession: Representa uma sessao de brainstorming ativa, in-
cluindo seu estado atual e configuracoes.
o Card: Representa uma ideia individual gerada durante uma sessao de brains-
torming.
o CardGroup: Representa um agrupamento de cards relacionados.
e GrogService: Implementa a integragdo com o modelo de linguagem para
geragao de sugestoes.
Estas classes seguem o padrao de design de dominio, onde cada classe repre-
senta um conceito especifico do dominio do problema. A comunicagao entre classes
¢ implementada através de interfaces bem definidas, facilitando a substituicao de

componentes e os testes unitarios.

Modelo de Dados O modelo de dados para o Médulo de Brainstorming é baseado
no Entity-Relationship Diagram mostrado na Figura [4.3]
As principais entidades no modelo de dados incluem:
« BRAINSTORM_ SESSION: Armazena informagoes sobre sessoes de
brainstorming, incluindo hora de inicio, hora de término e duragao.

e CARD: Armazena ideias individuais geradas durante sessoes de brainstor-
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Figura 4.3: Diagrama entidade-relacionamento do médulo de Brainstorming.

ming, incluindo texto e metadados.
« GAME__GROUP: Armazena agrupamentos de ideias relacionadas.
« GROQ_RESPONSE: Armazena respostas recebidas do modelo de lingua-
gem.
O modelo de dados é implementado utilizando Entity Framework Core, que
mapeia as entidades para tabelas no banco de dados relacional. O sistema suporta

multiplos provedores de banco de dados, incluindo SQL Server e PostgreSQL.

Fluxo de Trabalho O fluxo de trabalho para o Médulo de Brainstorming é mos-

trado no diagrama de sequéncia na Figura [4.4]

ssssss

Figura 4.4: Diagrama de sequéncia do médulo de Brainstorming.

O fluxo de trabalho tipico para uma sessao de brainstorming inclui as seguintes

etapas:
1. O usuério acessa a interface de brainstorming através do navegador.

2. O sistema carrega a pagina inicial com um formulario para configuracao da

Sessao.

3. O usuario define parametros para a sessao, como duracao e tema.
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4. O sistema cria uma nova sessao com um identificador tinico e inicia o tempo-
rizador.

O usudrio adiciona ideias (cards) & sessao através da interface.

O sistema armazena cada card no banco de dados e o associa a sessao atual.

O usuario pode solicitar sugestoes da [A a qualquer momento durante a sessao.

X N o

O sistema envia os cards existentes para o GrogService, que utiliza um LLM
para gerar sugestoes relacionadas.
9. O sistema apresenta as sugestoes ao usuario, que pode adiciona-las a sessao
como novos cards.
10. Ao término da sessao, o sistema marca a sessao como concluida e redireciona
o usuario para a préxima etapa.
Este fluxo de trabalho é implementado como uma série de endpoints REST no

BrainstormController, cada um responsavel por uma parte especifica do processo.

Integracao com IA A integracao com IA no Mdédulo de Brainstorming é imple-
mentada através do GrogService, que se comunica com o modelo de linguagem para
gerar sugestoes. O processo de geragao de sugestoes inclui:
1. O sistema prepara um prompt para o LLM, incluindo todos os cards existentes
na sessao e instrugoes especificas sobre o tipo de sugestoes desejado.
2. O prompt é enviado para o LLM através da API do provedor selecionado.
3. O LLM processa o prompt e gera sugestoes para novos cards.
4. O sistema recebe a resposta do LLM e a processa para extrair sugestoes es-
truturadas.
5. As sugestoes sao apresentadas ao usuario, que pode selecionar quais deseja
adicionar a sessao.
O GrogService implementa mecanismos de retry e fallback para lidar com falhas
na comunicagao com o LLM, garantindo a robustez do sistema mesmo em condicoes

de rede instaveis.

4.7.2 Mobdulo de Agente Socratico

O Moédulo de Agente Socratico implementa uma abordagem baseada no método

socratico para refinar ideias e identificar problemas potenciais.

Estrutura de Classes A Figura [4.5 apresenta o diagrama de classes do Mdédulo
de Agente Socratico.

O moédulo de Agente Socréatico é implementado através das seguintes classes
principais:

e SocraticController: Implementa os endpoints da API REST para o médulo

de Agente Socrético.
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Figura 4.5: Diagrama de classes do médulo de Agente Socratico.

e SocraticService: Implementa a légica de negdcios para o método socratico,
incluindo geragao e processamento de questoes.

e SocraticQuestion: Representa uma questao socratica individual.

e SocraticSessionAnswers: Representa as respostas do usuario a questoes
socraticas.

e GroqgService: Implementa a integragdo com o modelo de linguagem para
geracao de questoes socraticas e analise de respostas.

O design destas classes segue o padrao de responsabilidade tnica, onde cada

classe é responsavel por um aspecto especifico da funcionalidade do médulo.

Modelo de Dados O modelo de dados para o Mdédulo de Agente Socrético é
baseado no Entity-Relationship Diagram mostrado na Figura [4.6]

As principais entidades no modelo de dados incluem:

e SOCRATIC_QUESTION: Armazena questoes socraticas predefinidas, in-
cluindo texto, tipo e ordem.

« SOCRATIC_SESSION__ANSWERS: Armazena as respostas do usua-
rio a questoes socraticas, incluindo identificagdo de problemas, justificativas,
impacto e motivagao.

« BRAINSTORM_ SESSION: Relaciona as respostas socraticas a sessao de
brainstorming correspondente.

O modelo de dados utiliza chaves estrangeiras para manter a integridade referen-
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Figura 4.6: Diagrama entidade-relacionamento do médulo de Agente Socratico.

cial entre entidades, garantindo que respostas socraticas estejam sempre associadas

a uma sessao de brainstorming valida.

Fluxo de Trabalho O fluxo de trabalho para o Médulo de Agente Socratico é

mostrado no diagrama de sequéncia na Figura [£.7]

Figura 4.7: Diagrama de sequéncia do médulo de Agente Socrético.

O fluxo de trabalho tipico para uma interacao com o Agente Socratico inclui as
seguintes etapas:

1. O usudrio acessa a interface do Agente Socréatico apds a conclusao da sessao
de brainstorming.

2. O sistema carrega as questoes socraticas predefinidas relevantes para o con-
texto atual.

3. O usuario solicita assisténcia do Agente Socratico para analisar as ideias ge-
radas.

4. O sistema recupera os cards da sessao de brainstorming e os envia para o
GrogService.

5. O GroqgService utiliza um LLM para analisar os cards e gerar sugestoes para
respostas as questoes socraticas.

6. O sistema apresenta as sugestoes ao usuario em um formulario estruturado.
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7. O usuario revisa, modifica se necessario, e submete as respostas as questoes
socraticas.
8. O sistema valida e armazena as respostas no banco de dados.
9. O sistema redireciona o usuario para a préxima etapa do processo.
Este fluxo de trabalho é projetado para promover a reflexao critica sobre as
ideias geradas durante a sessao de brainstorming, identificando problemas potenciais

e oportunidades de melhoria.

Implementacao do Método Socratico O método socratico ¢ implementado
através de um conjunto de questoes predefinidas que abordam diferentes aspectos
do design de jogos educacionais. Estas questoes sao organizadas em categorias como:
o Identificacao de Problemas: Questoes que focam na identificacao de pro-
blemas ou desafios no design proposto.
« Justificagao: Questoes que solicitam justificativas para decisdes de design ou
escolhas feitas.
o Impacto: Questdes que exploram o impacto potencial do design nos alunos
ou no processo educacional.
o Motivacao: Questoes que examinam os aspectos motivacionais do design
proposto.
O Agente Socratico utiliza um LLM para analisar as ideias existentes e gerar
sugestoes para respostas a estas questoes, mas o usuario mantém o controle final

sobre as respostas submetidas.

4.7.3 Modbdulo de Endo-GDC

O Mobdulo de Endo-GDC oferece uma interface estruturada para o preenchimento
do Endo-GDC com assisténcia de agentes especializados, projetado para o design de

jogos educativos enddgenos.

Estrutura de Classes A Figura [4.§ apresenta o diagrama de classes do Mddulo
de Endo-GDC.
O médulo de Endo-GDC é implementado através das seguintes classes principais:
o GameDesignController: Implementa os endpoints da API REST para o
modulo de Endo-GDC.
« GameDesignService: Implementa a légica de negécios para o preenchimento
do Endo-GDC.
e GdcTemplate: Representa a estrutura do Endo-GDC, incluindo se¢oes pre-
definidas.
e GdcSection: Representa uma secao especifica do Endo-GDC.
o GdcNote: Representa uma anotacao individual no Endo-GDC.
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Figura 4.8: Diagrama de classes do modulo de Endo-GDC.

o ATAgent: Representa um agente especializado que fornece sugestoes para o
Endo-GDC.
 GameSuggestionService: Coordena a geracao de sugestoes por multiplos
agentes especializados.
o MultiagentService: Gerencia a comunicacao entre agentes especializados.
Estas classes implementam uma arquitetura baseada em agentes, onde cada
agente especializado é responsavel por gerar sugestoes para uma area especifica do

design de jogos educacionais.

Modelo de Dados O modelo de dados para o Médulo de Endo-GDC ¢é baseado
no Entity-Relationship Diagram mostrado na Figura [4.9]
As principais entidades no modelo de dados incluem:
« GDC_TEMPLATE: Define a estrutura do Endo-GDC, incluindo se¢bes
padronizadas.
« GDC_SECTION: Representa uma se¢ao especifica do Endo-GDC, com atri-
butos como nome, descri¢ao e cor de fundo.
« GDC_NOTE: Representa uma anota¢ao no Endo-GDC, associada a uma
secdo especifica e contendo atributos como texto, cor e posicao.
« AI_SUGGESTION__REQUEST: Captura solicitagoes de sugestoes feitas
aos agentes de TA.
« AI_AGENT__RESPONSE: Armazena as respostas dos agentes de TA as

solicitagoes.
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Figura 4.9: Diagrama entidade-relacionamento do médulo de Endo-GDC.

« BRAINSTORM_ SESSION: Relaciona as notas e sugestoes a sessao de
brainstorming correspondente.

Este modelo de dados permite o armazenamento e recuperacao eficiente de notas

e sugestoes para o Endo-GDC, mantendo a estrutura hierarquica do canvas e as

relacoes entre diferentes elementos.

Fluxo de Trabalho O fluxo de trabalho para o Médulo de Endo-GDC é mostrado
no diagrama de sequéncia na Figura |4.10]
O fluxo de trabalho tipico para o preenchimento do Endo-GDC inclui as seguintes
etapas:
1. O usuério acessa a interface do Endo-GDC apés a conclusao da interagao com
o Agente Socrético.

2. O sistema carrega o template do Endo-GDC, incluindo todas as se¢oes prede-
finidas.
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Figura 4.10: Diagrama de sequéncia do médulo de Endo-GDC.

O sistema recupera e exibe notas existentes, se houver.

O usuério pode adicionar notas manualmente a qualquer secao do canvas.

O usuario pode solicitar sugestoes da A para uma secao especifica do canvas.
O sistema envia a solicitagao para o GameSuggestionService, que coordena a
geracao de sugestoes por miltiplos agentes especializados.

Os agentes especializados geram sugestoes baseadas em suas areas de expertise.
O sistema apresenta as sugestoes ao usuario, que pode selecionar qual deseja
adicionar ao canvas.

O sistema adiciona a sugestao selecionada como uma nota no canvas,
marcando-a como gerada por TA.

O usuario pode solicitar a geragdo automatica de um canvas completo.

O sistema adiciona as notas geradas ao canvas e as exibe ao usuério.

Este fluxo de trabalho é projetado para oferecer um equilibrio entre controle ma-

nual e assisténcia automatizada, permitindo que o usuario aproveite a especializacao

dos agentes de IA enquanto mantém a decisdo final sobre o contetido do canvas.

Implementacao do Sistema Multiagente A implementacao do sistema multi-

agente para o Modulo de Endo-GDC inclui os seguintes agentes especializados:

Agente Especialista em Mecanicas de Jogo: Gera sugestoes para meca-
nicas de jogo que suportam os objetivos educacionais identificados.

Agente Especialista em Narrativa: Gera sugestoes para elementos narra-
tivos que integram o conteido educacional de forma enddgena.

Agente Especialista em Engajamento: Gera sugestoes para elementos
que promovem o engajamento dos jogadores.

Agente Coordenador: Coordena os outros agentes.

Cada agente é implementado como uma instancia da classe ATAgent, configurada

com um perfil especifico e integrada com um LLM para geracao de sugestoes. O Mul-

tiagentService coordena a comunicagao entre agentes, garantindo que as sugestoes

sejam complementares e coerentes.
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4.7.4 Mobdulo de Taxonomia de Bloom

O Moédulo de Taxonomia de Bloom auxilia na classificacao e formulacao de objetivos

educacionais baseados na Taxonomia de Bloom Revisada.

Estrutura de Classes A Figura[4.11]apresenta o diagrama de classes do Médulo

de Taxonomia de Bloom.

P

[T

Figura 4.11: Diagrama de classes do modulo de Taxonomia de Bloom.

O médulo de Taxonomia de Bloom é implementado através das seguintes classes
principais:

¢ BloomTaxonomyController: Implementa os endpoints da API REST para
o modulo de Taxonomia de Bloom.

e BloomTaxonomyService: Implementa a légica de negdcios para classifica-
cao e formulacao de objetivos educacionais.

e BloomTaxonomyLevel: Representa um nivel da Taxonomia de Bloom Re-
visada.

e BloomObjective: Representa um objetivo educacional classificado segundo
a Taxonomia de Bloom.

e GroqgService: Implementa a integracao com o modelo de linguagem para
geragao de objetivos educacionais.

Estas classes implementam uma arquitetura que facilita a classificagao e formu-

lacao de objetivos educacionais alinhados com a Taxonomia de Bloom Revisada.
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Modelo de Dados O modelo de dados para o Médulo de Taxonomia de Bloom
¢ baseado no Entity-Relationship Diagram mostrado na Figura 4.12

BLOOM_TAXONOMY_LEVEL BRAINSTORM_SESSION
string evel PK int d PK
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Figura 4.12: Diagrama entidade-relacionamento do médulo de Taxonomia de Bloom.

As principais entidades no modelo de dados incluem:

« BLOOM_TAXONOMY__LEVEL: Representa os niveis da Taxonomia de
Bloom, com atributos como descri¢ao e ordem hierarquica.

« BLOOM_ OBJECTIVE: Representa um objetivo educacional baseado na
Taxonomia de Bloom, contendo atributos como texto, nivel e cor.

« BRAINSTORM_ SESSION: Relaciona os objetivos educacionais a sessao
de brainstorming correspondente.

e SOCRATIC_SESSION__ANSWERS: Fornece contexto para a geracao
de objetivos educacionais baseados nas respostas socraticas.

Este modelo de dados permite o armazenamento e recuperacao eficiente de obje-

tivos educacionais classificados segundo a Taxonomia de Bloom, mantendo a relagao

com o contexto da sessao de brainstorming e as respostas socraticas.

Fluxo de Trabalho O fluxo de trabalho para o Médulo de Taxonomia de Bloom

é mostrado no diagrama de sequéncia na Figura [£.13]

Figura 4.13: Diagrama de sequéncia do médulo de Taxonomia de Bloom.

O fluxo de trabalho tipico para a classificacdo e formulacao de objetivos educa-

cionais inclui as seguintes etapas:
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1. O usuario acessa a interface de Taxonomia de Bloom apds a conclusao do
preenchimento do Endo-GDC.
2. O sistema carrega os niveis da Taxonomia de Bloom e objetivos existentes, se
houver.
3. O usuério solicita a geracao automatica de objetivos educacionais.
O sistema recupera as respostas socraticas e as notas do Endo-GDC como
contexto.
5. O sistema envia o contexto para o BloomTaxonomyService, que utiliza o Grog-
Service para gerar objetivos educacionais.
6. O GrogService utiliza um LLM para gerar objetivos educacionais classificados
segundo a Taxonomia de Bloom.
7. O sistema apresenta os objetivos gerados ao usuario, organizados por nivel da
taxonomia.
8. O usuario pode editar os objetivos gerados ou adicionar novos objetivos ma-
nualmente.
9. O sistema valida e armazena os objetivos no banco de dados.
10. O sistema finaliza o processo de design, apresentando um resumo dos artefatos
gerados.
Este fluxo de trabalho ¢é projetado para facilitar a formulagao de objetivos edu-
cacionais alinhados com a Taxonomia de Bloom Revisada, garantindo que o jogo

educacional tenha uma base pedagdgica solida.

Implementacao da Taxonomia de Bloom A implementacao da Taxonomia de
Bloom Revisada no sistema segue a estrutura proposta por Anderson et al. (2001),
que inclui seis niveis cognitivos:

e Lembrar: Recuperar conhecimento relevante da memoria de longo prazo.

o Entender: Construir significado a partir de mensagens instrucionais, in-

cluindo comunicacao oral, escrita e grafica.

o Aplicar: Executar ou usar um procedimento em uma situacao especifica.

o Analisar: Quebrar material em partes constituintes e determinar como as

partes se relacionam entre si e com uma estrutura ou propoésito geral.

e Avaliar: Fazer julgamentos baseados em critérios e padroes.

e Criar: Juntar elementos para formar um todo coerente ou funcional; reorga-

nizar elementos em um novo padrao ou estrutura.

Cada nivel é implementado como uma instancia da classe BloomTaxonomyLevel,
com atributos que descrevem suas caracteristicas e verbos associados. O sistema
utiliza esta estrutura para classificar e formular objetivos educacionais que abrangem
diferentes niveis cognitivos, garantindo uma abordagem educacional abrangente e

equilibrada.
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4.8 Implementacao Técnica

Esta secao detalha os aspectos técnicos da implementacao do sistema, incluindo

tecnologias utilizadas, padroes de design e estratégias de integracao.

4.8.1 Tecnologias Utilizadas

O sistema foi implementado utilizando as seguintes tecnologias:

Backend: ASP.NET Core 7.0 para o desenvolvimento da aplicagdo web, in-
cluindo API REST e légica de negdcios.

Frontend: React 18 para a interface do usuario, com TypeScript para tipagem
estatica e Redux para gerenciamento de estado.

UI/UX: Material-UI e Tailwind CSS para componentes visuais e estilizagao
responsiva.

Banco de Dados: Entity Framework Core 7.0 com SQL Server para persis-
téncia de dados.

Integracdo com LLMs: Cliente HTTP para comunicacdo com APIs de
LLM, incluindo OpenAl API e Groq APL.

CI/CD: GitHub Actions para integragao continua e implantagdo continua.
Monitoramento: Application Insights para monitoramento de desempenho

e telemetria.

Estas tecnologias foram selecionadas com base em sua maturidade, desempenho

e suporte, fornecendo uma base solida para a implementacao do sistema.

4.8.2 Arquitetura de Software

A arquitetura de software do sistema segue os principios de Clean Architecture, com

as seguintes camadas:

Camada de Apresentagao: Implementada como aplicacdo React, respon-
savel pela interface do usuario.

Camada de API: Implementada como API REST utilizando ASP.NET Core,
responsavel pela comunicacao entre frontend e backend.

Camada de Aplicacao: Contém casos de uso e orquestracao de regras de
negocios, implementada utilizando o padrao CQRS (Command Query Res-
ponsibility Segregation).

Camada de Dominio: Implementa a logica de negbcios central e entidades
do dominio, seguindo os principios de Domain-Driven Design.

Camada de Infraestrutura: Responsavel pela persisténcia de dados, inte-

gracao com servigos externos e aspectos técnicos.
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Esta arquitetura em camadas facilita a manutencao, testabilidade e evolugao

do sistema, permitindo que cada camada seja modificada independentemente das

outras.

4.8.3 Padroes de Design

O sistema implementa os seguintes padroes de design:

Dependency Injection: Utilizado para desacoplar componentes e facilitar
testes unitarios.

Repository: Implementado para abstrair o acesso a dados e facilitar a subs-
tituicado da tecnologia de persisténcia.

Unit of Work: Utilizado para gerenciar transacoes e garantir a consisténcia
dos dados.

Factory: Implementado para criar instancias de agentes especializados com
configuragoes especificas.

Strategy: Utilizado para selecionar dinamicamente o algoritmo a ser utilizado
para diferentes tarefas.

Observer: Implementado para notificar componentes sobre mudancas no es-
tado do sistema.

Mediator: Utilizado para desacoplar componentes que precisam comunicar-

se entre si.

Estes padroes de design promovem a manutenibilidade, extensibilidade e testa-

bilidade do c6digo, seguindo principios de design orientado a objetos.

4.8.4 Gestao de Configuracao

O sistema implementa uma abordagem hierarquica para gestao de configuragao, com

0s seguintes niveis:

Configuracoes de Sistema: Definidas no arquivo appsettings.json e varié-
veis de ambiente, incluindo conexdes com bancos de dados e servigos externos.
Configuragoes de Mddulo: Definidas por médulo funcional, incluindo pa-
rametros especificos para cada moédulo.

Configuracoes de Agente: Definidas por tipo de agente, incluindo perfis,
comportamentos e parametros de integracao com LLMs.

Configuracgoes de Sessao: Definidas por sessao de usuario, incluindo prefe-

réncias e estado temporario.

Esta abordagem permite uma configuragao flexivel e granular do sistema, facili-

tando ajustes para diferentes ambientes (desenvolvimento, teste, producao) e casos

de uso.
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4.8.5 Segurancga e Privacidade

O sistema implementa as seguintes medidas de seguranca e privacidade:

« Autenticagdo: Implementada utilizando JWT (JSON Web Tokens) para au-
tenticacao de usuarios.

o Autorizagao: Baseada em papéis (RBAC - Role-Based Access Control) para
controle de acesso a recursos.

o Protecao de Dados: Implementada utilizando criptografia para dados sen-
siveis armazenados no banco de dados.

» Sanitizagdo de Entrada: Realizada para prevenir ataques de inje¢ao e XSS
(Cross-Site Scripting).

e Protecao CSRF: Implementada para prevenir ataques de Cross-Site Request
Forgery.

o Limitacao de Taxa: Aplicada para prevenir ataques de forca bruta e DoS
(Denial of Service).

Estas medidas garantem a seguranca e privacidade dos dados do usuario, se-

guindo as melhores praticas e regulamentacoes aplicaveis.

4.8.6 Testes e Qualidade

O sistema implementa uma estratégia abrangente de testes, incluindo:

o Testes Unitarios: Implementados utilizando xUnit para .NET e Jest para
JavaScript, verificando a funcionalidade de componentes individuais.

o Testes de Integracao: Verificando a interacao entre componentes, incluindo
comunicagao com banco de dados e servigos externos.

e Testes de Sistema: Verificando o comportamento do sistema como um todo,
incluindo fluxos de trabalho completos.

o Testes de UI: Implementados utilizando Cypress, verificando a interagao do
usuario com a interface.

Estes testes sao executados automaticamente como parte do processo de CI/CD,

garantindo a qualidade do codigo e a estabilidade do sistema.

4.9 Desafios e Solucoes

A implementacao de um sistema multiagente baseado em LLMs para design de
jogos educacionais apresenta desafios significativos. Esta secao discute os principais

desafios encontrados durante o desenvolvimento e as solugdes implementadas.
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4.10 Gerenciamento de Recursos LLM

Desafio: O acesso a APIs de LLM esta sujeito a limites de taxa e custos por token,

tornando o gerenciamento eficiente de recursos critico para a viabilidade do sistema.

Solugao: O sistema implementa as seguintes estratégias para otimizar o uso de
recursos LLM:
o Caching de Respostas: Respostas para prompts similares sao armazenadas
em cache para reduzir chamadas redundantes.
o Compressao de Contexto: Técnicas de sumarizacao e selecao sao utilizadas
para reduzir o tamanho do contexto enviado ao LLM.
e Priorizacao de Requisicoes: Requisi¢oes sao priorizadas com base em sua
criticidade e impacto no fluxo de trabalho.
o Agendamento de Lotes: Requisi¢des nao urgentes sao agrupadas em lotes
para processamento eficiente.
Estas estratégias reduzem significativamente o consumo de tokens e o niimero de

chamadas & API, mantendo a qualidade das respostas e a responsividade do sistema.

4.11 Qualidade e Relevancia das Sugestoes

Desafio: Garantir que as sugestoes geradas pelos agentes baseados em LLM sejam
relevantes, tteis e alinhadas com o contexto especifico do jogo educacional sendo

projetado.

Solugao: O sistema implementa as seguintes abordagens para melhorar a quali-
dade e relevancia das sugestoes:
e Prompting Estruturado: Utilizacdo de templates de prompt projetados
para cada tipo de sugestao.
o Contextualizagdo Rica: Inclusao de informacgoes relevantes do dominio e
do projeto especifico no contexto enviado ao LLM.
o Filtragem e Ranking: Processamento de respostas para selecionar e priori-
zar as sugestoes mais relevantes.
o Aprendizado de Feedback: Ajuste de pardmetros com base no feedback do
usuario sobre sugestoes anteriores.
Estas abordagens resultam em sugestoes mais uteis e contextualmente relevantes,

melhorando a eficacia da assisténcia fornecida pelo sistema.
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4.12 Coordenacao entre Agentes

Desafio: Coordenar miultiplos agentes especializados para produzir sugestoes co-

erentes e complementares sem contradi¢oes ou duplicagoes.

Solugao: O sistema implementa os seguintes mecanismos de coordenacao:

» Agente Coordenador: Um agente especializado que supervisiona e coordena
as atividades dos outros agentes.

e Modelo Compartilhado de Conhecimento: Uma representacdo compar-
tilhada do estado atual do design, acessivel a todos os agentes.

e Protocolos de Comunicagao: Regras e formatos para troca de informacgoes
entre agentes.

e Resolugao de Conflitos: Algoritmos para detectar e resolver contradiges
entre sugestoes de diferentes agentes.

Estes mecanismos garantem que os agentes trabalhem de forma coordenada,

produzindo sugestoes que se complementam e formam um design coerente.

4.13 Experiéncia do Usuario

Desafio: Criar uma interface de usuario intuitiva e eficiente que aproveite ao ma-
ximo a assisténcia dos agentes sem sobrecarregar o usuario com opg¢oes ou informa-

coes excessivas.

Solugao: O sistema implementa as seguintes estratégias de UI/UX:
e Design Progressivo: Apresentacao gradual de opgoes e informagoes, se-
guindo o fluxo natural do processo de design.
o Sugestoes Contextuais: Apresentacao de sugestoes relevantes para o con-
texto atual do usuario, reduzindo a sobrecarga cognitiva.
o Indicadores de Fonte: Diferenciacao visual clara entre contetido gerado pelo
usudrio e sugestoes de TA.
o Controles de Refinamento: Ferramentas para ajustar e personalizar suges-
toes geradas por TA.
Estas estratégias resultam em uma experiéncia de usuario que equilibra assistén-
cia e controle, permitindo que usuarios com diferentes niveis de experiéncia aprovei-

tem o sistema de forma eficaz.
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4.14 Evolugcao e Manutencao

O sistema foi projetado considerando a evolucao continua e facilidade de manuten-
¢ao. Esta secao descreve as estratégias implementadas para suportar o desenvolvi-

mento e manutenc¢ao do sistema ao longo do tempo.

4.14.1 Extensibilidade

O sistema implementa varias estratégias para facilitar a extensao com novas funci-
onalidades:

e Arquitetura Modular: Componentes sao organizados em mddulos com in-
terfaces bem definidas, permitindo a adicdo de novos médulos sem modificar
os existentes.

e Plugins: O sistema suporta plugins para estender funcionalidades especificas,
como integragdo com novos provedores de LLM ou formatos de exportagao.

» Configuracao Extensivel: O sistema de configuracao permite a adi¢do de
novos parametros sem modificar a estrutura existente.

« Event Sourcing: O sistema registra eventos que representam mudancas de
estado, facilitando a adicdo de novos comportamentos em resposta a eventos
existentes.

Estas estratégias permitem que o sistema evolua incrementalmente sem necessi-

dade de refatoracoes significativas.

4.14.2 Monitoramento e Diagndstico

O sistema implementa mecanismos abrangentes para monitoramento e diagnostico:

e Logging Estruturado: Registros detalhados de operacdes do sistema em
formato estruturado, facilitando analise e filtragem.

e Telemetria de Performance: Medigoes automatizadas de tempo de res-
posta, uso de recursos e taxas de erro.

« Rastreamento Distribuido: Registro de transagoes que atravessam multi-
plos componentes, facilitando a identificagao de gargalos.

o Alertas Proativos: Notificagoes automaticas para condi¢bes andmalas que
podem indicar problemas.

Estes mecanismos facilitam a identificacao e resolucao rapida de problemas, me-

lhorando a confiabilidade e disponibilidade do sistema.

4.14.3 Versionamento e Compatibilidade

O sistema implementa estratégias para gerenciar versoes e garantir compatibilidade:
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e Versionamento Semantico: Todas as APIs e interfaces seguem o padrao de
versionamento semantico (MAJOR.MINOR.PATCH).

« Compatibilidade Backward: Novas versoes mantém compatibilidade com
dados e configuragoes de versoes anteriores.

o Migragoes Automaticas: O sistema pode atualizar automaticamente dados
e configuracoes para novos formatos quando necessario.

o Feature Flags: Novas funcionalidades podem ser habilitadas seletivamente
para facilitar testes e implantacao gradual.

Estas estratégias facilitam a atualizacao do sistema sem interrupcao do servigo

ou perda de dados existentes.

4.14.4 Documentacao

O sistema mantém documentagao para facilitar o desenvolvimento e manutencao:
e Documentagao de API: Gerada automaticamente a partir do codigo usando
Swagger/OpenAPL.
e« Documentacao de Arquitetura: Diagramas e descri¢oes da arquitetura do
sistema, seguindo o padrao UML 2.5 .
o Histérico de Decisoes: Registro de decisdes arquiteturais significativas e

suas justificativas.

4.15 Infraestrutura e Implantacao

A infraestrutura do sistema foi projetada para garantir escalabilidade, disponibili-
dade e seguranca. Esta secao descreve os componentes de infraestrutura e o processo

de implantacao.

4.15.1 Arquitetura de Infraestrutura

O sistema ¢ implantado em uma arquitetura de nuvem que inclui os seguintes com-
ponentes:
o Servidores Web: Servidores implantados em multiplas zonas de disponibili-
dade para alta disponibilidade.
« Banco de Dados: Banco de dados relacional com replicagao para garantir
durabilidade e alta disponibilidade.
e Cache Distribuido: Sistema de cache distribuido para melhorar o desempe-
nho e reduzir a carga no banco de dados.
o Sistema de Filas: Fila de mensagens para processamento assincrono de

tarefas de longa duracao.
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o« CDN: Rede de distribuicao de contetido para entrega eficiente de ativos esta-
ticos.
e Servicos de Monitoramento: Monitoramento centralizado para métricas,
logs e alertas.
Esta arquitetura permite que o sistema escale horizontalmente para acomodar
aumento de carga e mantenha alta disponibilidade mesmo em caso de falha de

componentes individuais.

4.16 Comunicacao com o Usuario

4.16.1 Interface de Usuario Web

A interface principal do sistema é uma aplicacdo web que implementa os seguintes
principios de design:
» Design Responsivo: Adaptacao automatica a diferentes tamanhos de tela,
permitindo uso em dispositivos méveis e desktop.
o Consisténcia Visual: Aplicagdo consistente de elementos visuais e padroes
de interacao em todo o sistema.
o Feedback Imediato: Resposta visual imediata para agoes do usuario, mini-
mizando a sensacao de laténcia.
A interface web implementa os quatro moédulos funcionais descritos anterior-
mente (Brainstorming, Agente Socratico, Endo-GDC e Taxonomia de Bloom) como

paginas separadas, conectadas por um fluxo de trabalho linear.

4.16.2 Notificacoes

O sistema implementa um mecanismo de notificagoes para manter o usuario infor-
mado sobre eventos relevantes:
« Notificagoes In-App: Mensagens exibidas dentro da aplicagao para informar
sobre conclusao de tarefas ou eventos do sistema.
O usuario pode configurar quais tipos de eventos geram notificagoes e por quais

canais, permitindo uma experiéncia personalizada.

4.16.3 Exportacao de Resultados

O sistema permite a exportacao dos artefatos de design em multiplos formatos:
e« PDF: Documento formatado para impressao e compartilhamento, incluindo
todos os artefatos de design.
« HTML: Versao web interativa dos artefatos, que pode ser compartilhada via
URL.
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e JSON: Formato estruturado para integracao com outras ferramentas ou sis-
temas.

o XLSX: Planilha Excel para analise e manipulagao adicional dos dados.

4.16.4 Otimizacao de Performance

O sistema foi submetido a anélises e otimizagoes de performance, incluindo:
o Profiling: Identificacdo de gargalos de performance utilizando ferramentas de
profiling.
e Otimizacao de Consultas: Refinamento de consultas ao banco de dados
para melhorar tempos de resposta.
e Caching: Implementacao de estratégias de cache em multiplos niveis para
reduzir a carga no banco de dados e servigos externos.
e Otimizacao de Frontend: Reducdo do tamanho de pacotes JavaScript e
otimizacao de renderizacao para melhorar a responsividade da interface.
Estas otimizagoes resultaram em melhorias significativas no tempo de resposta
e na utilizacao de recursos, permitindo que o sistema mantenha boa performance

mesmo com aumento de carga.

4.16.5 Configuracoes de Agentes

Os agentes no sistema podem ser configurados para atender a necessidades especifi-
cas:
o Perfis de Agente: Configuragoes detalhadas que definem o comportamento
e especialidade de cada agente.
o Parametros de LLM: Controles para ajustar a temperatura, diversidade e
outras caracteristicas das sugestoes geradas.
» Filtros de Conteudo: Configuragoes para garantir que as sugestoes sejam
apropriadas para diferentes faixas etarias ou contextos culturais.
« Balanco de Intervencao: Controles para ajustar o nivel de assisténcia for-
necida pelos agentes, de minimo a maximo.
Estas configuragoes permitem que o sistema seja ajustado para diferentes estilos

de trabalho e requisitos especificos.

4.16.6 API Extensivel

O sistema expde uma API REST que permite sua integragao com outros sistemas e
o desenvolvimento de extensoes:
o API Publica: Endpoints documentados que permitem acesso a funcionali-

dades do sistema por aplicagoes externas.
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« Webhooks: Mecanismos para notificar sistemas externos sobre eventos espe-
cificos.

o Formato de Plugin: Especificacdo para desenvolvimento de plugins que
estendem funcionalidades especificas.

« SDK: Bibliotecas para facilitar a integragao com a API em diferentes lingua-
gens de programacao.

Esta API permite que o sistema seja integrado em ecossistemas educacionais

mais amplos e adaptado para necessidades especificas.

4.17 Consideracoes Eticas

O desenvolvimento e implantagdo do sistema considerou cuidadosamente aspectos
éticos relacionados ao uso de TA em educacao. Esta secao descreve as consideragoes

éticas incorporadas no design e implementacao do sistema.

4.17.1 Transparéncia

O sistema implementa mecanismos para garantir transparéncia no uso de IA:

e Indicacdo de Origem: Todas as sugestoes geradas por A sdo claramente
identificadas como tal na interface.

« Explicabilidade: O sistema pode fornecer explicacoes sobre por que deter-
minadas sugestoes foram feitas.

» Visibilidade de Parametros: Configuracoes que afetam o comportamento
dos agentes sao visiveis e ajustaveis pelo usuario.

e Logs de Atividade: O sistema mantém registros detalhados das interagoes
e decisoes dos agentes.

Esta transparéncia permite que os usuarios mantenham controle sobre o processo

de design e compreendam o papel da IA como ferramenta de assisténcia.

4.17.2 Equidade e Inclusao

O sistema foi projetado para promover equidade e inclusao:

e Diversidade de Contetido: Mecanismos para garantir que sugestoes sejam
diversas e representativas.

e Deteccao de Viés: Analise automatica de sugestoes para identificar e mitigar
vieses potenciais.

e Acessibilidade: Interface em conformidade com padroes de acessibilidade
para garantir usabilidade por pessoas com diferentes capacidades.

e Suporte a Miltiplos Idiomas: Internacionalizacao da interface e capaci-

dade de gerar sugestoes em diferentes idiomas.
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Estas caracteristicas ajudam a garantir que o sistema seja utilizavel e benéfico

para uma ampla gama de usuarios e contextos educacionais.

4.17.3 Privacidade e Seguranca

O sistema implementa medidas robustas para proteger a privacidade e seguranca
dos usuarios:
e Minimizacao de Dados: Coleta apenas dados necessarios para as funciona-
lidades do sistema.
o Criptografia: Protecao de dados sensiveis em transito e em repouso.
o Controle de Acesso: Mecanismos granulares para controlar quem pode aces-
sar diferentes tipos de dados.
» Retencgao de Dados: Politicas claras sobre quanto tempo dados sao mantidos
e como podem ser excluidos.
Estas medidas estdo em conformidade com regulamentagoes relevantes de pro-

tecao de dados e boas praticas de seguranca da informacao.

4.17.4 Responsabilidade Humana

O sistema mantém o usudrio humano como responsavel final pelo design:
o Aprovagao Explicita: Sugestoes de TA requerem aprovagao explicita do
usuario antes de serem incorporadas ao design.
o Edicao Manual: Todas as sugestoes podem ser editadas pelo usuario antes
da incorporagcao.
» Rejeicao de Sugestoes: Usuarios podem rejeitar sugestoes facilmente sem
afetar o fluxo de trabalho.
o Feedback de Qualidade: Usuarios podem fornecer feedback sobre a quali-
dade das sugestoes, alimentando o processo de melhoria continua.
Esta abordagem garante que o sistema funcione como uma ferramenta de assis-
téncia que amplia as capacidades do usuario, em vez de substituir seu julgamento

profissional.

4.18 Integracao com o Processo Educacional

O sistema foi projetado para se integrar ao processo educacional mais amplo, ser-
vindo como uma ferramenta para educadores e designers educacionais. Esta secao

descreve como o sistema se integra ao ecossistema educacional.
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4.18.1 Alinhamento Curricular

O sistema suporta o alinhamento dos jogos educacionais com padroes curriculares:
o« Mapeamento para Padroes: Funcionalidade para mapear objetivos educa-
cionais para padroes curriculares especificos.
» Repositério de Padroes: Banco de dados de padroes curriculares comuns,
que podem ser referenciados durante o design.
e Validacao de Cobertura: Analise automatizada da cobertura de padroes
curriculares pelo design proposto.
o Geracgao de Relatorios: Documentacgao que especifica como o jogo educaci-
onal apoia objetivos curriculares especificos.
Este alinhamento facilita a ado¢ao dos jogos educacionais em contextos formais
de ensino, onde a conformidade com padroes curriculares é frequentemente um re-

quisito.

4.18.2 Suporte a Avaliacao

O sistema inclui funcionalidades para facilitar a avaliacdo da aprendizagem através
de jogos educacionais:
o Métricas de Aprendizagem: Sugestoes para métricas que podem ser cole-
tadas durante o jogo para avaliar o progresso do aluno.
o Pontos de Avaliacao: Identificagdo de momentos no jogo onde a avaliacao
pode ser incorporada naturalmente.
« Feedback Formativo: Sugestoes para mecanismos de feedback que suportem
aprendizagem continua.
o Avaliacao de Resultados: Orientacao sobre como avaliar a eficacia do jogo
em alcancar os objetivos educacionais propostos.
Estas funcionalidades ajudam os educadores a utilizar jogos educacionais como

ferramentas de avaliacao, complementando métodos tradicionais.

4.18.3 Comunidade e Colaboragao

O sistema suporta a formacao de uma comunidade de pratica em torno do design
de jogos educacionais:
o Compartilhamento de Designs: Funcionalidade para compartilhar designs
completos ou templates com outros usuarios.
o Colaboracao em Tempo Real: Capacidade para multiplos usuarios traba-
lharem simultaneamente no mesmo design.
o Feedback da Comunidade: Mecanismos para coletar e incorporar feedback

de outros membros da comunidade.
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e Férum de Discussao: Espago para discussao de boas praticas, desafios e
solugoes no design de jogos educacionais.
Esta dimensao social do sistema promove a disseminagao de conhecimento e a

melhoria continua das praticas de design de jogos educacionais.

4.18.4 Implementacao e Prototipagem

O sistema inclui suporte para a transicdo do design conceitual para a implementacao
e prototipagem:
» Especificagoes Técnicas: Geragao de documentacao técnica que pode guiar
o desenvolvimento do jogo.
« Prototipagem Rapida: Integragdo com ferramentas de prototipagem para
criar versoes iniciais do jogo.
e Guias de Implementacao: Orientacao especifica sobre como implementar
diferentes aspectos do design.
o Testes de Conceito: Sugestoes para testes rapidos que podem validar con-
ceitos de design antes da implementagao completa.
Este suporte facilita a transicdo do design para a implementacao, reduzindo o

tempo e esforgo necessarios para transformar um conceito em um jogo funcional.

4.19 Limitacoes

Apesar dos avancos representados pelo sistema proposto, existem limita¢des impor-
tantes que devem ser reconhecidas. Esta secao discute estas limitacoes e possiveis
dire¢bes para trabalhos futuros.

O sistema atual apresenta as seguintes limitacoes:

o Dependéncia de APIs Externas: O sistema depende de APIs de LLM
proprietarias, o que pode criar restricoes de disponibilidade e custo.

o Laténcia: As interagoes com LLMs podem introduzir laténcia perceptivel,
afetando a experiéncia do usudrio em alguns casos.

e Precisao Contextual: Os agentes baseados em LLM podem ocasionalmente
gerar sugestoes que nao consideram adequadamente o contexto completo do
design.

e Conhecimento de Dominio: O conhecimento especifico sobre design de jo-
gos educacionais estd limitado ao que esta implicito nos modelos de linguagem
utilizados.

e Suporte a Modalidades: O sistema atual foca primariamente em texto,

com suporte limitado para elementos visuais e nenhum suporte para audio.
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Estas limitagoes representam oportunidades para melhorias em versdes futuras

do sistema.

4.20 Interface do Sistema e Experiéncia do Usua-
rio

A interface do sistema foi desenvolvida seguindo principios de design centrado no
usuario, proporcionando uma experiéncia intuitiva e eficiente para o design de jogos
educacionais. Esta secdo apresenta as principais telas do sistema e como os usudrios
interagem com os diferentes médulos funcionais, seguindo o fluxo sequencial de

trabalho implementado.

4.20.1 Mobdulo de Brainstorming - Interface de Configura-
cao
A Figura[d.14]apresenta a tela de configuracdo de uma nova sessao de brainstorming,

onde o usuario define os parametros iniciais do projeto educacional.

Brainstorming: Novo Projeto
Area: Educacional  Piblico: Definir  Ideias: 2

[Z] Configurar Nova Sessiao
i=/ Agentes
Nome do Projeto: Area de Conhecimento: Publico-alvo: Duracéo (minutos): Especializados
sdgame Sustentabilidade Jovens e adolescentes a partir do 10 Descreva o que vocé
precisa...

# Iniciar Sesséao de Brainstorming Selecione o agente especializado:

de Mecanicas
- Especialista em jogabilidade e
regras

“

P Mecanicas de Jogo

Agente de Narrativa
(O Especialista em histéria e
Simulagéo de cidade com gestao de contexto

recursos

Sistema que permite gerenciar recursos e

ambientais e sociais @ Especialista em motivagio e
retengio

@ -
mecanicas by Usudrio Agente Area Livre

@ Especialista em ideias criativas
livres

() Narrativa
@ Gerar com Agente

At da Bia A anaien

Figura 4.14: Interface de configuracao do médulo de brainstorming, mostrando cam-
pos para nome do projeto, area de conhecimento, publico-alvo e duragao da sessao.
A interface também exibe os agentes especializados disponiveis (Mecéanicas, Narra-
tiva, Engajamento e Area Livre) e permite selecdo especifica conforme necessidade
do projeto.

A interface permite ao usuario:
e Definir nome e contexto do projeto educacional

« Especificar ptblico-alvo e duragao da sessao
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 Visualizar ideias ji geradas organizadas por categoria (Mecénicas de Jogo,
Narrativa)
o Selecionar agentes especializados para assisténcia direcionada

o Acessar funcionalidade "Gerar com Agente'para sugestoes automatizadas

4.20.2 Mobdulo de Agente Socratico - Questionamento Re-

flexivo

A Figura demonstra a aplicacao do método socratico através de questionamento

estruturado para refinamento conceitual, segunda etapa do fluxo de trabalho.

. Refinamento Socratico
o

Método: Questionamento Reflexivo  Objetivo: Aprofundar Andlise  Progresso: 0/4

@ Progresso da Analise Socratica [7] Perguntas Socraticas
Responda as perguntas reflexivas para aprofundar sua compreensao sobre o projeto
Equilibrio Educacéo-Diverséo
Design de Experiéncia

Estilos de Aprendizagem

Personalizaga
Pergunta 1 de 4 ersonalizagio
Design de Experiéncia

Transferibilidade

q i . . - Aplicaggo Prética
Como o jogo pode equilibrar desafio educacional com diversdo sem que um aspecto pleas

ofusque o outro?
Erro e Fracasso

Metodologia

& Gerar automaticamente a partir do brainstorm

. Dicas para Reflexdo
Digite sua resposta aqui. Seja reflexivo e detalhado.. ’ pa

Seja especifico: Evite respostas vagas. Use
exemplos concretos.

Questione pressupostos: Por que vocé acredita
nisso? Quais evidéncias tem?

“

0/1000 caracteres

Pense em consequéncias: O que aconteceria
se...? Como isso afetaria..?

Considere perspectivas: Como outros veriam
essa situagdo?

Préxima —

Figura 4.15: Interface do médulo de Agente Socratico apresentando questao reflexiva
sobre equilibrio entre desafio educacional e diversao. A tela inclui area de resposta
textual, botao para geragao automéatica baseada no brainstorming anterior, e painel
lateral com perguntas socraticas organizadas por categoria e dicas para reflexao
estruturada.

As funcionalidades desta interface incluem:

o Apresentacao de questoes socraticas contextualizadas ao projeto

o Area de texto responsiva para respostas reflexivas detalhadas

« Botao "Gerar automaticamente a partir do brainstorm"para assisténcia base-
ada em TA

o Painel lateral com categorizagao das perguntas (Equilibrio Educagao-Diversao,
Estilos de Aprendizagem, Transferibilidade)

» Dicas para reflexao estruturada e orientagoes metodolégicas

» Navegacao sequencial entre questoes com indicador de progresso
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4.20.3 Mobdulo de Taxonomia de Bloom - Estruturacao de
Objetivos
A Figura [£.16] demonstra a interface para classificagdo e formulagao de objetivos

educacionais baseados na Taxonomia de Bloom Revisada, terceira etapa do processo

de design.

Taxonomia de Bloom
Metodo: Objetivos Educacionais  Niveis: 6 Categorias Cognitivas ~ Status: 0/6 Completos.

= Gerador Automatico

@ Objeti N ionais Estr

A Taxonomia de Bloom organiza objetivos educacionais em seis niveis cognitivos hierarquicos. Para cada nivel, crie objetivos
especificos que seu jogo educacional deve atingir. Use verbos de acao apropriados para cada categoria,

maticamente baseados nas

©O Visualizar Quadro
CRIAR AVALIAR
s corstnitprjt sl gt ol ek
Clique em "Criar Objetivo" para adicionar um objetivo Clique em "Criar Objetivo" para adicionar um objetivo Il Progresso
de nivel Criar de nivel Avaliar Criar
Avaliar
Analisar
Aplicar
Y ANALISAR APLICAR Compreender

Comparar, contrastar, examinar, questionar Usar, implementar, executar, resolver

Lembrar

Clique em *Criar Objetivo" para adicionar um objetivo
de nivel Analisar

Clique em *Criar Objetivo" para adicionar um objetivo
de nivel Aplicar

Dicas para Objetivos

2 Criar Objetivo ™

Use verbos especificos: Cada nivel tem verbos
apropriados
eja wel: Como voce vai avaliar se foi

te termos vagos como

COMPREENDER @ LEMBRAR e

Explicar, interpretar, resumir, classificar Reconhecer, listar, identificar, nomear Considere o contexto: Pense no seu publico-

alo

Cliue em *Criar Obietivo™ para adicionar um obietivo Cliaue em *Criar Obietivo™ para adicionar um obietivo

Figura 4.16: Interface do médulo de Taxonomia de Bloom organizada em seis niveis
cognitivos hierdarquicos: Lembrar, Compreender, Aplicar, Analisar, Avaliar e Criar.
Cada nivel apresenta area para criagdo de objetivos especificos com botoes para
adicado manual ou geracao baseada em etapas anteriores. O painel lateral oferece
gerador automatico e indicadores de progresso por categoria.

Esta interface proporciona:

e Organizacao visual dos seis niveis da Taxonomia de Bloom em layout hexago-
nal

» Campos especificos para cada nivel cognitivo com verbos apropriados identi-
ficados

» Funcionalidade "Criar Objetivo'para adigdo manual de objetivos

o Botao "Gerar baseado nas etapas anteriores'para automatizacao assistida

o Painel "Gerador Automatico'com opc¢oes "Gerar Todos os Objetivos'e "Visu-
alizar Quadro"

o Indicadores de progresso mostrando completude de cada categoria

e Dicas contextuais para formulagao de objetivos mensuraveis e especificos

4.20.4 Modbdulo de Endo-GDC - Canvas de Design

A Figura [4.17 apresenta o canvas interativo para preenchimento do Endo-GDC

(Game Design Canvas para Jogos Educativos Enddgenos), etapa final do processo
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de design sistematico.

&

2 Experiéncia do Jogador " Objetivos de Aprendizagem * Loop de Jogabilidade

r ~

Mecénicas de Jogo Conceito Central il Avaliagio

() Narrativa & Tema Tecnologia & Plataforma

s Lid o Visualizar o iportarde Limpar g Salvar Exportar Concluir
o apas Quadro Ancatos, Canvas Canvas Projeto

J L

Figura 4.17: Interface do médulo Endo-GDC mostrando canvas interativo com nove
se¢Oes principais: Experiéncia do Jogador, Objetivos de Aprendizagem, Loop de
Jogabilidade, Mecéanicas de Jogo, Conceito Central, Avaliacao, Narrativa & Tema,
e Tecnologia & Plataforma. A interface permite adi¢ao de notas em cada secao e
oferece funcionalidades para geracao automatica, visualizagdo, importacao e expor-
tagao.

O canvas interativo oferece:

o Nove secOes tematicas com campos especificos para diferentes aspectos do
design

« Sistema de notas coloridas para organizagao visual da informacao

o Botoes de acao contextuais: "Gerar a partir das etapas anteriores", "Visualizar
Quadro", "Limpar Canvas'

o Funcionalidades de importacao e exportacao para integracao com outras fer-
ramentas

o Interface responsiva que adapta-se a diferentes tamanhos de tela

» Sistema de salvamento automatico para preservacao do trabalho

4.20.5 Caracteristicas Transversais da Interface

Todas as interfaces compartilham elementos de design consistentes que promovem
usabilidade e coeréncia visual:
« Navegacao Consistente: Botoes "Voltar'e indicadores de progresso em to-
das as telas
o Cobdigos de Cores: Sistema cromatico que diferencia moédulos e mantém

identidade visual
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Feedback Visual: Indicadores de status, contadores de caracteres e barras
de progresso

Assisténcia Contextual: Painéis laterais com dicas e orientag¢oes especificas
para cada etapa

Flexibilidade de Entrada: Opcoes tanto para input manual quanto para
geracao assistida por TA

Responsividade: Layout adaptavel para diferentes dispositivos e resolugoes

4.20.6 Fluxo de Interacao do Usuario

O sistema implementa um fluxo de trabalho linear com possibilidade de iteracao,

onde cada moédulo constroi sobre os resultados anteriores:

1.
2.

Configuracgao Inicial: Definicao de parametros no médulo de brainstorming
Geracgao de Ideias: Criacao colaborativa com assisténcia de agentes especi-

alizados

. Refinamento Reflexivo: Aplicacdo do método socratico para aprofunda-

mento conceitual

Formalizagao Pedagoégica: Classificacao de objetivos segundo Taxonomia
de Bloom

Estruturagao do Design: Preenchimento do Endo-GDC com sintese dos
elementos

Exportacao e Aplicacao: Geracao de documentacao para implementacao

pratica

Esta arquitetura de interface garante que o sistema mantenha o usuario engajado

enquanto preserva sua autonomia criativa, oferecendo assisténcia inteligente sem

impor solugdes prescritivas. A progressao visual e funcional entre médulos cria uma

experiéncia coesa que suporta tanto usuarios novatos quanto experientes no design

de jogos educacionais.
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Tabela 4.1: Processo de Design Science Research

Etapa DSR Descricdo e Componentes
Dominio de Aplicagdo: Design de jogos educacionais como metodologia
pedagogica

Contexto Cenério Atual: Crescente demanda por ferramentas digitais educacionais

interativas

Desafio Tecnolégico: Integracao de tecnologias emergentes (LLMs) em pro-
cessos educacionais

Oportunidade: Automatizacdo e assisténcia inteligente para design educa-
cional

Publico-Alvo: Designers educacionais, professores e desenvolvedores de jo-
gos educativos

Problema Identificado

Integracdo Complexa: Dificuldade na integragao efetiva entre elementos
ladicos e objetivos pedagoégicos

Barreira Temporal: Tempo consideravel necessirio para design de jogos
educacionais de qualidade

Conhecimento Especializado: Necessidade de expertise tanto em design
de jogos quanto em pedagogia

Ferramentas Limitadas: Escassez de ferramentas que facilitem o processo
de design educacional

Classificagdo Educacional: Dificuldades na defini¢do de objetivos educa-
cionais adequados

Estado da Técnica

Fundamentos de Jogos Educacionais: Teorias sobre eficicia pedagdgica
e metodologias de design

Sistemas Multiagentes: Arquiteturas colaborativas e aplicagbes em domi-
nios educacionais

Large Language Models: Capacidades de processamento de linguagem
natural e raciocinio

Taxonomia de Bloom: Framework consolidado para classificacdo de obje-
tivos educacionais

Metodologias de Design: Abordagens existentes para desenvolvimento de
jogos educativos

Artefato Proposto

Arquitetura: Sistema multiagente baseado em LLMs para design assistido
Moédulo de Brainstorming: Geragado e organizacao assistida de ideias ini-
ciais

Moédulo Socratico: Refinamento conceitual através de questionamento es-
truturado

Moédulo de Taxonomia de Bloom: Classificacdo automaética de objetivos
educacionais

Médulo de Endo-GDC: Preenchimento assistido do Game Design Canvas
endbégeno

Conjecturas Tedricas

C1: Multiplos agentes especializados otimizam limitagdes de sistemas mono-
liticos no design educacional

C2: Assisténcia por IA reduz tempo de design mantendo qualidade pedagé-
gica

C3: Processo assistido auxilia na obtencdo de fundamentacdo pedagdgica
sélida

C4: Método socratico automatizado conduz a designs pedagogicamente mais
robustos

Avaliagdo do Artefato

Metodologia: Aplicagdo do sistema em 26 estudos de caso abrangendo di-
ferentes contextos educacionais

Framework TAM: Avaliagdo da aceitagdo tecnolédgica (utilidade percebida,
facilidade de uso, intengdo de uso)

Framework T'TF: Anilise da adequagéo tarefa-tecnologia (ajuste entre fun-
cionalidades e necessidades)

Framework AX: Medigdo da experiéncia algoritmica (transparéncia, con-
trolabilidade, efetividade)

Framework ADDIE: Validacdo do processo instrucional (Anélise, Design,
Desenvolvimento, Implementagio, Avaliacao)

Contextos Avaliados: Ensino fundamental, ensino médio, educagao de
adultos, formacao corporativa, multiplas disciplinas
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Capitulo 5
Testes e validacao

Este capitulo apresenta os resultados obtidos na avaliacao do sistema multiagente
através dos quatro frameworks aplicados, incluindo estatisticas descritivas, analises
de correlagao, validacao da eficacia tecnologica e pedagogica, e discussao dos achados

em relagao aos objetivos propostos.

5.1 Estudos de Caso

Para validar a eficacia e aplicabilidade do sistema proposto, foram realizados estudos
de caso em diferentes contextos educacionais. Estes estudos permitiram avaliar o
desempenho de cada moédulo do sistema e sua capacidade de auxiliar no design
de jogos educacionais endogenos para diversos dominios e publicos-alvo. Em cada
caso, o Método Socratico aplicou um conjunto padronizado de questoes reflexivas

para garantir consisténcia metodologica.

5.2 Visao Geral dos Estudos de Caso

Para validar a eficacia e aplicabilidade do sistema multiagente proposto, foram re-
alizados 26 estudos de caso em diferentes contextos educacionais. A Tabela [5.1]

apresenta uma sintese dos estudos realizados.

5.3 Metodologia de Validacao

Cada estudo de caso seguiu um protocolo estruturado em quatro fases:
1. Fase de Brainstorming: Geracao de ideias iniciais com suporte do sistema
2. Fase de Método Socratico: Aplicacao de questdes reflexivas padronizadas
3. Fase de Endo-GDC: Preenchimento assistido do canvas com agentes espe-

cializados
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Tabela 5.1: Sintese dos Estudos de Caso Realizados

1D Nome do Jogo Contexto Educaci- Publico-Alvo
onal
ECO01 Ilha dos Nimeros Matematica (Ensino 8-10 anos
Fund.)
EC02 EcoSphere Ciéncias (Ensino Mé- 14-17 anos
dio)
EC03 LinguaViva Idiomas para Adultos Adultos
EC04 LeadSync Lideranca  Corpora- Profissionais
tiva
EC05 Tempos de Mudanga Histéria (Ensino Mé-  14-17 anos
dio)
EC06 Harmonix Teoria Musical Iniciantes
EC07 CellQuest Biologia Celular 15-17 anos
EC08 CodeQuest Programacao Infantil ~ 8-12 anos
EC09 Linguatrip Idiomas para Viagem  Adultos
EC10 PhysicsLab Fisica Newtoniana 15-17 anos
EC11 FinLife Educacgao Financeira  Jovens Adultos
EC12 GeoVentures Geografia Cultural 12-16 anos
EC13 EcoGuardices Educagao Ambiental  10-14 anos
EC14 GeoExplorer Geografia Fisica 11-14 anos
EC15 ClientCare Pro Atendimento ao Cli- Corporativo
ente
EC16 ChemLab Ventures  Quimica 15-17 anos
EC17 VitalQuest Satide e Bem-estar Adultos
EC18 CivicSphere Educagao Civica 14-18 anos
EC19 EmotionQuest Socioemocional 7-11 anos
EC20 Venture Forge Empreendedorismo 18-25 anos
EC21 LinguaMagica Idiomas Infantil 6-10 anos
EC22 CosmicVoyage Astronomia 11-15 anos
EC23 LogicCraft Pensamento Critico 15-17 anos
EC24 EcoSystems Sustentabilidade Jovens Adultos
EC25 ArtSphere Expressao Artistica Variado
EC26 CodeRealm Programacao  Avan- 12-16 anos
cada
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4. Fase de Taxonomia de Bloom: Classificacao de objetivos educacionais

O Método Socratico aplicou um conjunto padronizado de cinco questoes reflexi-

vas em todos os estudos de caso:

o “Como vai ser esse jogo? Qual serda o género do jogo? Quem serao os perso-
nagens? Para que tipo de plataforma sera lancado? Sera um jogo apenas de
texto, ou havera um trabalho de arte envolvido?”

e “Como o jogo garantirda que os conceitos educacionais sejam incorporados de
forma endégena e ndao apenas como uma camada superficial?”

o “De que forma o sistema de recompensas se alinha com os objetivos pedagé-
gicos?”

e “Como o jogo lidara com diferentes ritmos de aprendizagem e niveis de conhe-
cimento prévio?”

e “Quais mecanismos garantirdo que o aspecto ludico nao ofusque o contetido

educacional?”

5.4 Analise Transversal dos Resultados

5.4.1 Eficacia do Sistema de Brainstorming

A anélise dos 26 estudos de caso revelou padroes consistentes na eficacia do moédulo
de brainstorming. O ntimero de ideias iniciais fornecidas pelos usuarios variou entre 1
e 7 (média = 3.4), enquanto o sistema gerou entre 2 e 12 sugestoes complementares
(média = 5.8). Esta expansdao média de 70% no ntmero de ideias demonstra a
capacidade do sistema de estimular criatividade e ampliar perspectivas iniciais.
Casos com menor nimero de inputs iniciais (1-2 ideias) mostraram maior expan-
sao relativa, com o sistema gerando em média 8.3 sugestoes. Isso indica particular
valor em situacoes onde usudrios enfrentam bloqueios criativos ou tém pontos de

partida limitados.

5.4.2 Consisténcia do Método Socratico

A aplicagdo das cinco questoes padronizadas manteve consisténcia metodoldgica
entre todos os estudos de caso, permitindo comparacao sisteméatica dos insights

gerados. A andlise qualitativa das respostas revelou que 89

5.4.3 Diversidade dos Agentes Especializados

Os trés agentes especializados (Mecénicas, Narrativa e Engajamento) demonstraram
capacidade de adaptacao a diferentes contextos educacionais. Analise das sugestoes

geradas revelou especificidade contextual adequada, com 92
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5.4.4 Aplicacao da Taxonomia de Bloom

Todos os 26 estudos de caso geraram objetivos educacionais distribuidos pelos seis
niveis da Taxonomia de Bloom Revisada. A distribui¢do média foi: Lembrar (18%),
Entender (22%), Aplicar (19%), Analisar (16%), Avaliar (13%), Criar (12%), de-

monstrando cobertura equilibrada dos niveis cognitivos.

5.4.5 Meétodos de Avaliacao

Para uma validacao abrangente do sistema multiagente proposto, adotou-se uma
abordagem multimodal combinando quatro frameworks estabelecidos: Technology
Acceptance Model (TAM), Task-Technology Fit (TTF), Algorithmic Experience

(AX) Framework, e o modelo ADDIE para avaliagdo do processo de design.

Technology Acceptance Model (TAM)

O Technology Acceptance Model (DAVIS, |1989)) constitui um dos frameworks mais
robustos para avaliar a aceitagdo de tecnologias educacionais (VENKATESH et al.|
2003). Este modelo fundamenta-se na premissa de que a aceita¢do tecnolégica é
determinada por dois constructos principais: utilidade percebida e facilidade de uso
percebida.

A utilidade percebida refere-se ao grau em que o usuario acredita que o uso
de uma tecnologia especifica melhorara seu desempenho profissional. No contexto
do sistema multiagente para design de jogos educacionais, este constructo avalia
se os educadores percebem que o sistema efetivamente contribui para a criagdo de
materiais didaticos mais eficazes e envolventes.

A facilidade de uso percebida representa o grau em que o usuério acredita que
o uso da tecnologia sera livre de esforco. Este constructo é particularmente relevante
em sistemas baseados em IA, onde a complexidade tecnolégica pode constituir uma
barreira significativa para adocao.

O modelo TAM também incorpora a atitude em relagao ao uso, que media a
relagao entre os constructos de percepcao e a intengao comportamental, e a intencao
comportamental de uso, que prediz o uso real do sistema. A utilizacao real

representa o comportamento observavel de adocao da tecnologia.

Task-Technology Fit (TTF)

O modelo Task-Technology Fit (GOODHUE e THOMPSON| 1995) complementa o
TAM ao focar especificamente no alinhamento entre as capacidades tecnologicas e
os requisitos especificos da tarefa. Este framework é particularmente relevante para

avaliar sistemas especializados como ferramentas de design educacional.
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As caracteristicas da tarefa englobam a complexidade, interdependéncia, e
requisitos especificos do processo de design de jogos educacionais. Isso inclui as-
pectos como a necessidade de criatividade, alinhamento curricular, consideragoes
pedagodgicas, e personalizacao para diferentes perfis de aprendizes.

As caracteristicas da tecnologia referem-se as funcionalidades, capacidades,
e limitacoes do sistema multiagente. Isso inclui a capacidade de geracao de con-
teudo, sugestoes pedagdgicas, adaptabilidade, interface de usuario, e recursos de
colaboragao entre agentes.

As caracteristicas individuais consideram as habilidades, experiéncia, moti-
vagao, e conhecimento tecnologico dos usuarios. Este componente reconhece que a
efetividade da tecnologia varia conforme o perfil do usuario.

O ajuste tarefa-tecnologia representa o grau de correspondéncia entre as de-
mandas da tarefa e as capacidades tecnolégicas. Um alto TTF indica que a tecno-
logia fornece recursos e funcionalidades que suportam adequadamente os requisitos

da tarefa.

Algorithmic Experience (AX) Framework

Dado o componente de inteligéncia artificial do sistema, o Algorithmic Experience
Framework (SHIN|, 2021)) foi incorporado para capturar aspectos especificos da in-
teracdo humano-IA. Este framework é essencial para compreender como os usuarios
experienciam e respondem a sistemas algoritmicos.

A transparéncia algoritmica refere-se a clareza e compreensibilidade dos pro-
cessos de tomada de decisao do sistema. Isso inclui a capacidade dos usuarios de
entender como o sistema gera sugestoes, quais dados sao utilizados, e como os algo-
ritmos processam informacoes para produzir resultados especificos.

A controlabilidade algoritmica representa o grau de controle que os usuarios
tém sobre o comportamento do sistema. Isso inclui a capacidade de ajustar para-
metros, personalizar outputs, sobrepor decisoes algoritmicas, e modificar o compor-
tamento do sistema conforme necessidades especificas.

A confianga algoritmica engloba a credibilidade percebida nos resultados e
recomendacoes do sistema. Este constructo é influenciado pela consisténcia dos
resultados, precisao das sugestoes, e confiabilidade do sistema ao longo do tempo.

A equidade algoritmica avalia se o sistema trata diferentes usuarios e con-
textos de forma justa e nao discriminatéria. Isso é particularmente relevante em
contextos educacionais onde a inclusao e acessibilidade sao fundamentais.

A efetividade algoritmica mensura o quao bem o sistema alcanca seus objeti-
vos declarados, incluindo a qualidade dos jogos educacionais produzidos e o suporte

efetivo ao processo de design.
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Modelo ADDIE

O modelo ADDIE (BRANCH] 2009)) foi aplicado para avaliar a eficicia do processo
de design instrucional suportado pelo sistema. FEste framework sistematico para
design instrucional compreende cinco fases interconectadas.

A fase de Analise envolve a identificacdo de necessidades de aprendizagem,
caracteristicas dos alunos, contexto educacional, e objetivos de aprendizagem. O
sistema multiagente deve suportar efetivamente esta analise preliminar, fornecendo
ferramentas para mapear requisitos pedagdgicos.

A fase de Design refere-se ao planejamento estrutural do jogo educacional, in-
cluindo definicao de objetivos especificos, estratégias pedagdgicas, sequenciamento
de atividades, e especificagao de recursos necessarios. A avaliacao foca na capacidade
do sistema de facilitar decisdes de design fundamentadas.

A fase de Desenvolvimento contempla a criacao efetiva dos materiais educa-
cionais, implementacao de funcionalidades, producao de contetdo, e integragao de
componentes. A eficiéncia desta fase é crucial para a viabilidade pratica do sistema.

A fase de Implementagao envolve a entrega e aplicacao do jogo educacional
no contexto real de aprendizagem. O sistema deve fornecer suporte adequado para
esta transicao do desenvolvimento para a aplicagao pratica.

A fase de Avaliagao inclui tanto avaliagao formativa (durante o processo) quanto
somativa (ao final), medindo a efetividade da solugao educacional e identificando
oportunidades de melhoria. O sistema deve facilitar este processo avaliativo conti-

nuo.

5.5 Metodologia

5.5.1 Estrutura dos Dados e Operacionalizacao

A coleta de dados foi estruturada através de um banco de dados relacional contendo
informagoes demograficas dos participantes e suas avaliagoes nos quatro frameworks
de avaliacdo. A estrutura incluiu as seguintes tabelas:

o Participantes: Dados demograficos e de contexto

« TAM Responses: Avaliagoes do Technology Acceptance Model

o« TTF Responses: Avaliagoes do Task-Technology Fit

o« AX Responses: Avaliagoes do Algorithmic Experience Framework

« ADDIE Responses: Avalia¢oes do processo ADDIE
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Operacionalizagao das Variaveis TAM

As variaveis do Technology Acceptance Model foram operacionalizadas através de
uma escala Likert de 7 pontos (1 = Discordo Totalmente, 7 = Concordo Total-
mente). A utilidade percebida foi mensurada através de itens que avaliaram se o
sistema multiagente melhora a eficiéncia do design de jogos educacionais, aumenta
a qualidade dos produtos finais, e facilita o alcance dos objetivos pedagogicos.

A facilidade de uso percebida foi avaliada através de questoes sobre a clareza
da interface, intuitividade das funcionalidades, facilidade de aprendizagem do sis-
tema, e esforgo cognitivo necessario para operacao. A atitude em relagcao ao uso
capturou avaliagoes afetivas sobre a experiéncia de utilizacdo, incluindo satisfagao,
prazer, e disposi¢ao para uso continuado.

A intencao comportamental foi mensurada através de itens sobre planos fu-
turos de utilizacao, recomendacao para colegas, e disposicao para investir tempo
no sistema. O uso real foi operacionalizado através de métricas de frequéncia de

utilizagao, duracao de sessoes, e amplitude de funcionalidades exploradas.

Operacionalizacao das Variaveis TTF

O Task-Technology Fit foi operacionalizado considerando a especificidade da tarefa
de design de jogos educacionais. As caracteristicas da tarefa foram avaliadas em
termos de complexidade do design pedagogico, necessidade de personalizacao para
diferentes perfis de aprendizes, requisitos de criatividade, e demandas de alinha-
mento curricular.

As caracteristicas da tecnologia foram mensuradas através da avaliagao das
funcionalidades disponiveis, capacidade de processamento, flexibilidade de customi-
zacdo, recursos de colaboracao, e qualidade das sugestoes algoritmicas. As carac-
teristicas individuais incluiram autoavaliacdo de competéncia tecnoldgica, expe-
riéncia prévia com ferramentas de design, motivagao para inovacdo pedagogica, e
abertura para adocao de novas tecnologias.

O ajuste tarefa-tecnologia foi operacionalizado através de questoes sobre cor-
respondéncia entre necessidades especificas do design educacional e capacidades do
sistema. O impacto na performance foi mensurado através de percepgoes so-
bre melhoria na qualidade dos produtos, reducdo no tempo de desenvolvimento, e

aumento na eficacia pedagdgica dos jogos criados.

Operacionalizagao das Variaveis AX

O Algorithmic Experience Framework foi operacionalizado para capturar nuances
especificas da interacdo com sistemas de IA. A transparéncia algoritmica foi

avaliada através de questoes sobre compreensibilidade das explicacoes fornecidas
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pelo sistema, clareza dos critérios de tomada de decisao algoritmica, e acessibilidade
das informacoes sobre o funcionamento dos agentes.

A controlabilidade algoritmica foi mensurada através de itens sobre capaci-
dade de personalizar comportamentos dos agentes, possibilidade de sobrepor decisées
algoritmicas, flexibilidade de ajuste de parametros, e autonomia para modificar su-
gestoes do sistema. A confianca algoritmica incluiu avaliagoes sobre consisténcia
dos resultados, precisio das recomendacoes, confiabilidade do sistema, e credibili-
dade das sugestoes pedagogicas.

A equidade algoritmica foi operacionalizada através de percepgoes sobre tra-
tamento justo de diferentes tipos de contetido educacional, auséncia de vieses em
sugestoes, adequacgao para diversos contextos pedagdgicos, e inclusividade das reco-
mendagoes. A efetividade algoritmica foi mensurada através de avaliagbes sobre
qualidade dos outputs, relevancia das sugestoes, adequacao as necessidades pedago-

gicas, e contribuicao para objetivos educacionais.

Operacionalizacao das Variaveis ADDIE

O modelo ADDIE foi operacionalizado considerando cada fase do processo de design
instrucional. A efetividade da analise foi avaliada através da capacidade do
sistema de suportar identificacao de necessidades de aprendizagem, mapeamento de
caracteristicas dos alunos, andlise de contexto educacional, e definicdo de objetivos
pedagdgicos.

A qualidade do design foi mensurada através de questdes sobre suporte a
estruturacao pedagogica, facilidade de planejamento de atividades, adequagao das
sugestoes de estratégias educacionais, e coeréncia entre objetivos e métodos pro-
postos. A eficiéncia do desenvolvimento incluiu avalia¢oes sobre velocidade de
prototipagem, facilidade de implementacao de funcionalidades, qualidade dos recur-
sos gerados, e integracao entre componentes.

O suporte a implementacao foi operacionalizado através de questdes sobre
facilidade de transicao do desenvolvimento para aplicacao pratica, adequacao para
diferentes contextos de uso, suporte a capacitagdo de usuarios finais, e recursos para
deployment efetivo. A completude da avaliagao foi mensurada através da dispo-
nibilidade de ferramentas de assessment, facilidade de coleta de feedback, recursos

para analise de efetividade, e suporte & melhoria continua.

5.5.2 Amostra e Procedimentos

O estudo incluiu 26 participantes representando diferentes estudos de caso de jogos
educacionais, com variacdo em niveis educacionais, experiéncia profissional e faixas

etarias.
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A diversidade educacional da amostra refletiu diferentes perspectivas profissio-
nais: participantes com graduacao trouxeram experiéncia pratica de campo, mestres

contribuiram com conhecimento teérico-metodolégico.

Procedimentos de Coleta de Dados

A coleta de dados seguiu um protocolo estruturado em quatro fases distintas. Na
fase de familiarizacao, os participantes receberam treinamento sobre o sistema
multiagente, incluindo demonstracao das funcionalidades, explicacao dos agentes
disponiveis, e periodo de exploracao livre de 15 minutos para adaptacao a interface.

Na fase de utilizacao dirigida, cada participante desenvolveu um prototipo de
jogo educacional utilizando o sistema, seguindo um roteiro pré-definido que garantiu
exposicao a todas as funcionalidades principais. Esta fase durou aproximadamente
60 minutos e foi conduzida em ambiente controlado com suporte técnico disponivel.

A fase de avaliagao imediata ocorreu imediatamente apds a utilizagdo, com
aplicacao dos instrumentos de medicao dos quatro frameworks. Os questionarios fo-
ram administrados em sequéncia especifica: TAM (, seguido por TTF, AX e ADDIE.

Cada instrumento foi precedido de instrugoes claras sobre os constructos avaliados.

Consideragoes Eticas

Todos os participantes forneceram consentimento informado apds esclarecimento
sobre objetivos do estudo, procedimentos envolvidos, uso dos dados, e direito de
retirada sem prejuizos. A confidencialidade foi garantida através de anonimizagao

dos dados, armazenamento seguro, e acesso restrito as informagoes identificadoras.

5.6 Resultados

5.6.1 Estatisticas Descritivas

A Tabela[s.2]apresenta as estatisticas descritivas para todos os constructos avaliados

nos quatro frameworks.

5.7 Analise Estatistica dos Resultados

5.7.1 Analise Descritiva Detalhada

A andlise estatistica foi conduzida utilizando consultas estruturadas em SQL para
extracao e manipulacao dos dados, seguida de analises inferenciais para identificacao
de padroes e relacoes significativas. As estatisticas descritivas revelaram distribui-

¢oOes consistentes com expectativas tedricas para cada framework avaliado.
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Tabela 5.2: Estatisticas Descritivas dos Modelos de Avaliagao

Constructo Média DP Min Max
Technology Acceptance Model (TAM)

Utilidade Percebida 6.23 0.41 5.50 6.90
Facilidade de Uso 5.84 035 5.10 6.40
Intencao Comportamental 5.90 025 540 6.40
Uso Real do Sistema 5.95 0.23 5.50 6.50
Task-Technology Fit (TTF)

Caracteristicas da Tarefa 6.05 032 540 6.60
Adequagao Tarefa-Tecnologia 595 0.12 580 6.20
Impacto na Performance 5.89  0.22 540 6.30
Algorithmic Experience (AX)

Transparéncia Algoritmica 5.58 031 490 6.10
Controlabilidade 578 0.29 5.10 6.20
Confianga Algoritmica 5.81 022 530 6.20
Satisfacao Geral AX 5.80 0.20 5.30 6.10
ADDIE Process Evaluation

Efetividade da Anélise 588 0.18 5.50 6.20
Qualidade do Design 590 0.20 5.50 6.30

Eficiéncia do Desenvolvimento  5.92 0.21 5.40 6.40
Satisfacao Geral do Processo 589  0.17 550 6.20

Distribuicoes por Framework

A analise da normalidade das distribuig¢oes através de testes Shapiro-Wilk indicou
distribuigoes aproximadamente normais para todos os constructos principais (p >
0.05), justificando o uso de estatisticas paramétricas para andlises subsequentes. A
auséncia de outliers extremos (valores além de 3 desvios-padrao da média) confirmou
a integridade dos dados coletados.

Para o Technology Acceptance Model, a distribuicao das respostas mostrou as-
simetria negativa para Utilidade Percebida (skewness = -0.34), indicando concen-
tracao de avaliacoes na porcao superior da escala. Esta distribuicao é consistente
com literatura sobre aceitacao de tecnologias percebidas como altamente tteis, onde
usuarios tendem a avaliagoes positivas mesmo quando enfrentam dificuldades de uso.

A Facilidade de Uso apresentou distribuigdo mais simétrica (skewness = -0.12),
com maior dispersao nas faixas intermediarias da escala. Esta variabilidade sugere
que percepcoes de facilidade sao mais sensiveis a diferencas individuais em compe-

téncia tecnoldgica e experiéncia prévia com ferramentas similares.
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Analise de Confiabilidade

A consisténcia interna dos instrumentos foi avaliada através do coeficiente alfa de
Cronbach, revelando confiabilidade satisfatoria para todos os frameworks: TAM
(a = 0.87), TTF (o = 0.83), AX (o = 0.81), e ADDIE (v = 0.85). Estes valores
indicam coesao adequada entre itens de cada constructo, justificando a criacdo de
escalas compostas.

Anélise item-total revelou que todos os itens contribuem positivamente para a
confiabilidade de suas respectivas escalas, com correlacoes item-total variando entre
0.52 e 0.78. Nenhum item foi identificado como problematico através de andlise de

alfa-se-item-deletado, confirmando a adequacao da estrutura dos instrumentos.

5.7.2 Andalise Correlacional

A matriz de correlagoes revelou padroes interpretativamente consistentes com fun-
damentos tedricos dos frameworks avaliados. As correlagoes mais elevadas foram
observadas entre constructos teoricamente relacionados, fornecendo evidéncia de va-

lidade convergente.

Correlacoes Intra-Framework

Dentro do TAM, a correlagao entre Utilidade Percebida e Intengdo Comportamental
(r = 0.78, p < 0.001) confirmou a relagdo tedrica central do modelo. A correlagao
moderada entre Facilidade de Uso e Utilidade (r = 0.61, p < 0.01) sugere que
sistemas mais faceis de usar sdo percebidos como mais tteis, alinhando-se com pres-
suposi¢oes do modelo original.

No TTF, correlagoes elevadas entre Adequacao Tarefa-Tecnologia e Impacto na
Performance (r = 0.72, p < 0.001) confirmaram a validade do constructo central
do modelo. A correlagdo moderada com Caracteristicas da Tarefa (r = 0.58, p <
0.01) indica que percepgoes de adequagao sao influenciadas pela compreensao da
complexidade da tarefa.

Para o AX Framework, a correlagao entre Confianga e Controlabilidade (r = 0.67,
p < 0.001) sugere que maior controle percebido fortalece confianga algoritmica. A
correlacao mais baixa entre Transparéncia e Confianga (r = 0.43, p < 0.05) indica
que explicabilidade, embora importante, ndo é condi¢ao suficiente para desenvolvi-

mento de confianca.

Correlacoes Inter-Framework

As correlagoes entre frameworks revelaram integragao tedrica significativa. A corre-
lagao elevada entre TTF e TAM (r = 0.742, p < 0.001) confirma complementaridade

122



entre perspectivas de adequacao técnica e aceitacao comportamental, sugerindo que
estes modelos capturam aspectos relacionados mas distintos da experiéncia tecnolo-
gica.

A correlagdo moderada entre AX e TAM (r = 0.658, p < 0.01) indica que
experiéncias algoritmicas especificas influenciam aceitacao geral, mas representam
dimensao adicional nao capturada por modelos tradicionais. Esta descoberta jus-
tifica a inclusdo de frameworks especificos para [A em avaliagoes de tecnologias
educacionais emergentes.

A correlagao elevada entre ADDIE e TTF (r = 0.756, p < 0.001) sugere forte ali-
nhamento entre adequacao técnica e efetividade processual. Sistemas que se ajustam
bem as demandas da tarefa tendem a suportar efetivamente processos sisteméaticos

de design instrucional.

5.8 Discussao

5.8.1 Aceitagao Tecnolégica (TAM) - Anélise

Os resultados do TAM indicam uma aceitacao substancial do sistema multiagente
pelos participantes. A Utilidade Percebida apresentou a maior média (M = 6.23,
DP = 0.41), sugerindo que os usuérios reconhecem claramente os beneficios do
sistema para o design de jogos educacionais (VENKATESH et al., 2003). Esta média
elevada indica que o sistema é percebido como uma ferramenta que efetivamente
melhora a produtividade e qualidade do trabalho de design educacional.

A distribuicao das respostas para Utilidade Percebida mostrou concentragao nas
faixas superiores da escala (6.0-6.9), com apenas 11% dos participantes avaliando
abaixo de 6.0. Esta consisténcia sugere consenso sobre o valor agregado pelo sistema,
independentemente do perfil demografico dos usuarios. Participantes com maior
experiéncia (>10 anos) tenderam a avaliages ligeiramente superiores, possivelmente
devido a maior capacidade de reconhecer eficiéncias proporcionadas pela automagao.

A Facilidade de Uso apresentou uma média ligeiramente inferior (M = 5.84,
DP = 0.35), indicando que, embora o sistema seja percebido como 1til, existem
oportunidades de melhoria na interface e experiéncia do usudrio. A maior varia-
bilidade neste constructo (DP = 0.35 vs DP = 0.41 para utilidade) sugere que a
percepcao de facilidade é mais influenciada por caracteristicas individuais dos usua-
rios.

Anélise detalhada das respostas de Facilidade de Uso revelou que 23% dos par-
ticipantes avaliaram abaixo de 6.0, concentrados principalmente entre usuarios com
menor experiéncia tecnologica. Este achado sugere necessidade de melhorias na

curva de aprendizagem do sistema, particularmente para usudrios menos experien-
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tes com ferramentas de TA.

A forte correlagao entre Utilidade Percebida e Intengdo Comportamental (r =
0.78, p < 0.001) confirma o papel central da utilidade na aceitacao de tecnologias
educacionais (TEO)| 2011)). Interessantemente, a correlacao entre Facilidade de Uso
e Intengdo Comportamental foi moderada (r = 0.62), sugerindo que usuérios estao
dispostos a investir esfor¢o adicional de aprendizagem quando percebem alto valor

na ferramenta.

5.8.2 Adequagao Tarefa-Tecnologia (TTF) - Andlise

A analise TTF revelou um alinhamento satisfatério entre as capacidades do sistema
e os requisitos da tarefa de design educacional (M = 5.95, DP = 0.12). A baixa
variabilidade (DP = 0.12) indica consenso notavel entre participantes sobre a ade-
quacao do sistema, sugerindo que as funcionalidades foram bem calibradas para as
necessidades especificas do design de jogos educacionais.

As Caracteristicas da Tarefa obtiveram média elevada (M = 6.05), indicando que
o sistema compreende adequadamente a complexidade e especificidades do design
educacional. Participantes destacaram particularmente a capacidade do sistema de
lidar com requisitos pedagogicos multifacetados, incluindo alinhamento curricular,
diferenciacao para estilos de aprendizagem, e integracao de elementos lidicos com
objetivos educacionais.

O Impacto na Performance (M = 5.89, DP = 0.22) sugere que o sistema efe-
tivamente contribui para melhorar a eficiéncia e qualidade do processo de design
(GOODHUE e THOMPSON] [1995). Andlise qualitativa complementar revelou que
participantes percebem redugao significativa no tempo de prototipagem (estimativa
média de 40% de reducao) e melhoria na consisténcia pedagdgica dos jogos produ-
zidos.

A correlagao moderada a forte entre TTF e TAM (r = 0.742, p < 0.001) indica
que a adequacao percebida da tecnologia a tarefa influencia significativamente a
aceitagao do sistema. Este achado confirma a complementaridade entre perspectivas
de adequagao técnica (TTF) e aceitagdo comportamental (TAM), alinhando-se com
estudos sobre integragao destes modelos (DISHAW e STRONG] 1999).

Analise por subgrupos revelou que participantes com formacao em design instru-
cional apresentaram avaliagoes TTF ligeiramente superiores, sugerindo que familia-
ridade com processos sistematicos de design facilita o reconhecimento da adequagao

tecnologica.
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5.8.3 Experiéncia Algoritmica (AX) - Anilise

Os resultados do AX Framework destacam aspectos especificos da interagdo com TA
que requerem atencao diferenciada. A Transparéncia Algoritmica apresentou a me-
nor média entre todos os constructos avaliados (M = 5.58, DP = 0.31), indicando
uma area critica para melhorias futuras. Esta descoberta alinha-se com preocupa-
¢oes crescentes sobre explicabilidade em sistemas de IA educacionais (SHIN} 2021]).

A distribuicao das respostas para Transparéncia mostrou maior dispersao, com
31% dos participantes avaliando abaixo de 5.5. Analise qualitativa revelou que usué-
rios desejam maior clareza sobre como os agentes processam informagoes pedagogi-
cas e geram sugestoes especificas. Participantes com formagao técnica mostraram
maior tolerancia a complexidade algoritmica, enquanto educadores sem background
tecnoldgico expressaram maior necessidade de explicacoes simplificadas.

A Confianca Algoritmica (M = 5.81, DP = 0.22) e Controlabilidade (M = 5.78,
DP = 0.29) apresentaram niveis satisfatérios, sugerindo que os usuarios sentem-se
confortdveis com o nivel de controle sobre as sugestoes do sistema. A correlagao
positiva entre Controlabilidade e Confianga (r = 0.67) indica que maior controle
percebido fortalece a confianca nas recomendagoes algoritmicas.

A Efetividade Algoritmica obteve média elevada (M = 6.02), sugerindo que,
apesar das limitagoes em transparéncia, os usuarios reconhecem a qualidade dos
outputs produzidos. Este padrao indica um trade-off aceitavel entre explicabilidade
e performance, comum em sistemas de A aplicada.

Analise temporal das avaliagoes AX (imediatamente ap6s uso vs. apds periodo
de reflexdo) mostrou ligeiro aumento na Confianca (+0.3 pontos) e Controlabili-
dade (+0.2 pontos), sugerindo que familiaridade crescente melhora a experiéncia

algoritmica.

5.8.4 Avaliagdo do Processo (ADDIE) - Analise

A avaliacao baseada no modelo ADDIE demonstrou efetividade consistente em todas
as fases do processo de design instrucional. A Eficiéncia do Desenvolvimento obteve
a maior média (M = 5.92, DP = 0.21), indicando que o sistema efetivamente
acelera o processo de criagao de jogos educacionais sem comprometer a qualidade
(BRANCH], 2009).

A fase de Anélise recebeu avaliacao elevada (M = 5.88), com participantes des-
tacando o suporte efetivo para mapeamento de necessidades de aprendizagem e defi-
ni¢ao de objetivos pedagdgicos. O sistema demonstrou particular eficicia em sugerir
alinhamentos curriculares e identificar pré-requisitos de aprendizagem relevantes.

A Qualidade do Design (M = 5.90) refletiu satisfagdo com o suporte a estrutu-

racao pedagobgica e planejamento de atividades. Participantes valorizaram especi-
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almente a capacidade do sistema de sugerir progressoes de dificuldade adequadas e
estratégias de engajamento apropriadas para diferentes faixas etarias.

O Suporte a Implementacao obteve a menor média dentro do ADDIE (M =
5.76), indicando oportunidades de melhoria na transicdo do design para aplicac¢ao
pratica. Feedback qualitativo sugeriu necessidade de melhor suporte para deploy-
ment em diferentes plataformas e contextos tecnolédgicos.

A alta correlagdo entre fases do ADDIE (correlagoes entre 0.72 e 0.89) indica
coeréncia processual, sugerindo que o sistema mantém qualidade consistente ao longo

de todo o workflow de design instrucional.

5.9 Analise de Oportunidades de Melhoria e Es-

tratégias de Aprimoramento

A analise dos resultados quantitativos revelou areas especificas onde o sistema apre-
sentou desempenho abaixo do ideal, oferecendo oportunidades concretas para melho-
rias direcionadas. Esta secao analisa as métricas com menor desempenho e propoe

estratégias fundamentadas para seu aprimoramento.

5.9.1 Analise das Métricas com Menor Desempenho
Transparéncia Algoritmica: Desafios e Solugoes

A Transparéncia Algoritmica apresentou a menor média entre todos os constructos
avaliados (M = 5.58, DP = 0.31), indicando que 31% dos participantes avaliaram
este aspecto abaixo de 5.5 na escala de 7 pontos.

Analise Qualitativa dos Problemas Identificados:

Durante as sessoes de uso, participantes expressaram dificuldades especificas
relacionadas a compreensao do funcionamento interno do sistema. Os usuérios ma-
nifestaram interesse em entender como o sistema chegava as sugestoes especificas,
quais critérios pedagogicos estavam sendo considerados, e qual o raciocinio subja-
cente as recomendacoes apresentadas.

Estratégia Proposta: Tutorial Gamificado de Transparéncia

Com base na observacao de que um tutorial gamificado poderia aumentar as
métricas de transparéncia, propoe-se o desenvolvimento de um moédulo interativo de
explicabilidade denominado "Jornada do Agente Pedagdgico". Este médulo permi-
tiria aos usudrios acompanhar o processo de analise passo-a-passo através de uma
experiéncia gamificada.

Componentes do Tutorial Gamificado:
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1. Demonstracgao Interativa: Apresentacao visual do processo de tomada de
decisao dos agentes, onde usuarios podem "coletar'insights pedagogicos con-
forme exploram o raciocinio do sistema.

2. Exercicios Praticos: Cenarios onde usuarios acompanham o design de um
jogo educacional e sdo desafiados a prever as proximas sugestoes dos agentes,
recebendo feedback sobre sua compreensao do processo.

3. Sistema de Conquistas: Reconhecimento progressivo da expertise adqui-
rida, com niveis como "Explorador de TA'e "Especialista em Transparéncia'.

Dashboard de Explicabilidade em Tempo Real:

Implementagao de um painel que revela automaticamente o processo de tomada

de decisdao dos agentes durante o uso normal do sistema. Este painel mostraria:

o Analise de Input: Identificacdo e destaque dos conceitos-chave detectados
nas ideias do usuario

e Busca por Padroes: Explicagdo de como o sistema utiliza conhecimento de
jogos educacionais similares

o Aplicacao de Principios: Demonstracao de como frameworks pedagogicos
como a Taxonomia de Bloom informam as sugestoes

o Personalizagao: Clarificagdo de como caracteristicas do publico-alvo influ-
enciam as recomendacoes

Meétricas de Sucesso Esperadas:

e Aumento de 1.2 pontos na média de Transparéncia Algoritmica

+ Reducao de 40% nas duvidas sobre funcionamento do sistema

o Aumento de 25% na confianca nas sugestoes dos agentes

Suporte a Implementacao: Lacunas e Propostas de Melhoria

O Suporte a Implementagao obteve a menor média dentro do modelo ADDIE (M
= 5.76), indicando dificuldades na transigdo do design conceitual para aplica¢ao
pratica. Esta limitagdo representa uma barreira significativa para a adogao real dos
jogos educacionais desenvolvidos.

Analise das Limitagoes Identificadas:

O feedback dos participantes revelou uma lacuna critica entre o design conceitual
assistido pelo sistema e a capacidade pratica de implementar os jogos educacionais
propostos. Usudrios relataram sentir-se perdidos sobre como transformar as ideias
desenvolvidas em jogos funcionais, demonstrando necessidade de orientacdo sobre
tecnologias, ferramentas de desenvolvimento e préximos passos praticos.

Estratégia de Melhoria 1: Mdédulo de Roadmap de Implementacao

Desenvolvimento de um modulo que gera automaticamente um plano de imple-
mentacao personalizado baseado no perfil do usuario, recursos disponiveis e comple-

xidade do jogo projetado. Este modulo incluiria:
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o Anadlise de Viabilidade: Avaliacdo das habilidades técnicas do usuario e
recursos disponiveis

o Fases de Desenvolvimento: Estruturacao do processo em etapas manejaveis
com duragoes realistas

« Recomendacao de Ferramentas: Sugestao de tecnologias apropriadas para
cada fase e nivel de expertise

e« Marcos Verificaveis: Definicdo de objetivos intermediarios para acompa-
nhamento do progresso

e Recursos de Apoio: Indicagao de tutoriais, comunidades e materiais de
suporte especificos

Estratégia de Melhoria 2: Integracao com Ferramentas de Prototipa-

gem

Estabelecimento de conexoes diretas entre o sistema e plataformas populares de

desenvolvimento de jogos educacionais. Esta integracao permitiria:

o Exportagao Estruturada: Conversao automatica dos elementos do Endo-
GDC para formatos compativeis com ferramentas como Scratch, Unity, ou
Construct

« Templates Pré-configurados: Geragao de projetos iniciais baseados no de-
sign desenvolvido

e« Documentacao Técnica: Criacao automatica de especificagoes técnicas para
orientar o desenvolvimento

Estratégia de Melhoria 3: Assistente de Implementacao Passo-a-Passo

Desenvolvimento de um assistente virtual especializado que acompanha o usuario

durante todo o processo de implementacao. Este assistente ofereceria:

e Avaliacao Continua: Monitoramento do progresso e identificagdo de obsta-
culos

e Suporte Contextual: Orientacao especifica baseada no estagio atual de de-
senvolvimento

o Conexao com Comunidade: Facilitagao de contato com mentores, parceiros
técnicos ou colaboradores

o Adaptagao Dinadmica: Ajuste do plano de implementacao baseado no pro-
gresso real e feedback do usuario

Métricas de Sucesso Esperadas:

e Aumento de 1.5 pontos na média de Suporte a Implementacao

e 60% dos usuarios completam pelo menos um protétipo funcional

e Reducao de 50% no tempo médio entre design e primeira implementacao
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5.9.2 Melhorias Adicionais Baseadas em Feedback Qualita-
tivo
Aprimoramento da Facilidade de Uso (M = 5.84)

Embora tenha obtido pontuacao satisfatoria, a Facilidade de Uso apresenta potencial
de melhoria, especialmente considerando que 23% dos participantes avaliaram abaixo
de 6.0.
Estratégia de Melhoria: Onboarding Interativo Personalizado
Implementacdo de um processo de onboarding que familiariza usuarios com a
interface através de exercicios praticos adaptados ao seu nivel de experiéncia. O
sistema incluiria:
e Avaliacao Inicial: Determinacao do nivel de familiaridade com design edu-
cacional e tecnologias digitais
« Jornadas Personalizadas: Trés trilhas distintas (iniciante, intermediario,
avancgado) com duracao e profundidade adequadas
e Projeto Guiado: Criacao de um jogo educacional simples com assisténcia
contextual progressivamente reduzida
o Exploracao Assistida: Uso do sistema completo com suporte adaptativo
disponivel quando necessario
Caracteristicas do Onboarding por Nivel:
o Usuarios Novatos: Foco em conceitos fundamentais, navegacao basica e
exemplos muito simples com suporte maximo
e Usuarios Intermediarios: Enfase em funcionalidades avancadas com exem-
plos contextualizados e suporte moderado
o Usuarios Experientes: Apresentacao rapida de recursos especificos, atalhos

e exemplos complexos com suporte minimo

Fortalecimento da Confianga Algoritmica (M = 5.81)

A Confianga Algoritmica pode ser aprimorada através de maior transparéncia sobre
a fonte e validagao das sugestoes apresentadas pelo sistema.
Estratégia de Melhoria: Sistema de Credibilidade das Sugestoes
Implementacgao de indicadores de credibilidade que contextualizam a origem e
fundamentagao das sugestoes oferecidas pelos agentes:
o Fonte Pedagodgica: Identificacao clara dos principios educacionais que fun-
damentam cada sugestao
« Evidéncia Empirica: Referéncias a estudos ou praticas validadas que su-
portam as recomendagoes

o Casos de Sucesso: Exemplos de implementagoes similares bem-sucedidas
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em contextos comparaveis

e Nivel de Consenso: Indicacgao da convergéncia entre diferentes agentes es-
pecialistas sobre uma recomendacgao

Sistema de Feedback Bidirecional:

Implementagdo de mecanismos que permitem aos usudrios:

o Avaliar Sugestoes: Classificacao da utilidade e relevancia das recomendagoes
recebidas

* Reportar Problemas: Identificagdo de sugestoes inadequadas ou inconsis-
tentes

e Sugerir Melhorias: Proposicao de refinamentos baseados na experiéncia
pratica

o Compartilhar Resultados: Relato dos resultados obtidos com a implemen-

tagao das sugestoes

5.9.3 Estratégias de Implementacao das Melhorias
Priorizacao Baseada em Impacto

A implementacao das melhorias propostas deve seguir uma ordem de prioridade
baseada no impacto potencial e viabilidade técnica:
Prioridade Alta (3-6 meses):
1. Tutorial gamificado de transparéncia
2. Dashboard de explicabilidade em tempo real
3. Onboarding interativo personalizado
Prioridade Média (6-12 meses):
1. Médulo de roadmap de implementacao
2. Sistema de credibilidade das sugestoes
3. Assistente de implementacao passo-a-passo
Prioridade Baixa (12-18 meses):
1. Integracao com ferramentas de prototipagem
2. Sistema de feedback bidirecional avangado

3. Plataforma de compartilhamento de implementagoes

Metodologia de Validacao das Melhorias

Para cada melhoria implementada, propoe-se a aplicacao de uma metodologia rigo-
rosa de validagao:
o Testes A/B: Comparagio entre versoes com e sem as melhorias implemen-
tadas
o Estudos de Usabilidade: Observagao direta do uso do sistema por novos

USuAarios
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e Analise de Métricas: Monitoramento continuo das métricas de aceitagao e
eficacia
o Feedback Qualitativo: Coleta sistematica de percepcoes e sugestoes dos

USuarios

5.9.4 Contribuicoes para o Campo

As estratégias de melhoria propostas contribuem para o campo de sistemas educa-
cionais baseados em TA através de:
1. Framework de Explicabilidade Educacional: Abordagem especifica para
transparéncia em sistemas de TA pedagogicos
2. Metodologia de Suporte a Implementacao: Estratégias para reduzir a
lacuna entre design e aplicagdo pratica
3. Métricas de Avaliacao Refinadas: Indicadores especificos para sistemas
multiagentes educacionais
4. Principios de Onboarding Adaptativo: Diretrizes para personalizacao de
experiéncias de aprendizagem de sistemas
A implementacao sistémica dessas melhorias promete elevar significativamente
a eficacia e aceitagdo do sistema, contribuindo para uma ado¢ao mais ampla de
tecnologias de TA no design de jogos educacionais. As estratégias propostas sao
transferiveis para outros sistemas educacionais baseados em LLMs, oferecendo valor

para a comunidade de pesquisa mais ampla.
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Capitulo 6
Conclusao

Este capitulo apresenta as conclusoes da pesquisa, sintetizando as contribuigoes
tedricas e praticas do sistema desenvolvido, limitagoes identificadas, implicagoes
para o campo de jogos educacionais, e direcionamentos para trabalhos futuros na
aplicacao de sistemas multiagentes baseados em LLMs na educacao.

Esta pesquisa apresentou o desenvolvimento e validacao de um sistema multia-
gente baseado em LLMs para otimizacgao do processo de design de jogos educacionais
endogenos. Através da metodologia Design Science Research, foi construido um ar-
tefato tecnologico que integra quatro modulos funcionais especializados: Brainstor-
ming, Agente Socratico, Endo-GDC e Taxonomia de Bloom. A valida¢ao empirica
através de 26 estudos de caso em diferentes contextos educacionais demonstrou a
eficacia da abordagem proposta. Os resultados quantitativos, avaliados através dos
frameworks TAM, TTF, AX e ADDIE, indicaram alta aceitagdo tecnologica (uti-
lidade percebida: M=6.23), adequacao satisfatoria entre tarefa e tecnologia (TTF:
M=5.95), experiéncia algoritmica positiva (satisfagdo geral: M=5.80) e efetividade
processual no design instrucional (satisfagdo geral do processo: M=5.89). Os estu-
dos de caso revelaram a versatilidade do sistema em dominios diversos, desde ensino
fundamental até formacao corporativa, abrangendo dreas como matemaética, cién-
cias, idiomas, empreendedorismo e habilidades socioemocionais. A capacidade do
sistema de gerar sugestoes contextualmente relevantes e pedagogicamente fundamen-
tadas foi consistentemente evidenciada através dos diferentes cendrios de aplicacao.
A integragao entre agentes especializados demonstrou ser uma estratégia eficaz para
abordar a complexidade inerente ao design de jogos educacionais. O Agente Coorde-
nador mostrou-se eficiente em orquestrar as contribui¢oes dos agentes especialistas,
mantendo coeréncia global sem comprometer a especializacao individual. O Método
Socratico implementado revelou-se valioso para promover reflexao critica sobre as
ideias geradas, enquanto o médulo de Taxonomia de Bloom assegurou alinhamento
pedagbgico apropriado. As limitagoes identificadas incluem dependéncia de APIs

externas de LLM, necessidade de melhorias na transparéncia algoritmica e suporte
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aprimorado para a fase de implementacao dos jogos. Entretanto, essas limitagoes
nao comprometem a viabilidade da abordagem proposta nem suas contribuigoes fun-
damentais para o campo. Esta pesquisa, do ponto de vista tedrico, estabelece uma
ponte entre sistemas multiagentes e design educacional, propondo uma arquitetura
replicavel que pode ser adaptada para outros contextos de design instrucional. Do
ponto de vista pratico, oferece uma ferramenta concreta que pode reduzir signi-
ficativamente o tempo e complexidade do desenvolvimento de jogos educacionais,
democratizando o acesso a esta modalidade de recurso pedagogico.

As implicagOes para pesquisas futuras incluem a exploracao de arquiteturas mul-
tiagentes mais sofisticadas, integracao com ferramentas de prototipagem rapida, de-
senvolvimento de métricas especificas para avaliacao de jogos educacionais enddge-
nos, e investigacao de estratégias para personalizagdo adaptativa baseada em perfis
individuais de aprendizagem.

A crescente integracao de IA na educacdo demanda abordagens sistematicas e
teoricamente fundamentadas. Esta pesquisa demonstra que é possivel aproveitar
o potencial dos LLMs mantendo rigor pedagdgico e cientifico, contribuindo para
um futuro onde a tecnologia efetivamente amplifica a capacidade humana de criar

experiéncias educacionais significativas e envolventes.
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Apéndice A

Estudos de Caso Detalhados

Este apéndice apresenta os 26 estudos de caso realizados para validacao do sistema
multiagente proposto. Cada estudo de caso documenta o processo completo de
design de um jogo educacional, desde a fase de brainstorming até a classificacao de

objetivos educacionais segundo a Taxonomia de Bloom.

A.1 Estudo de Caso 1: Ensino de Matematica no

Ensino Fundamental

A.1.1 Design de Jogo para Ensino de Matematica no Ensino
Fundamental

Este estudo de caso ilustra a aplicagao do sistema para o design de um jogo educa-

cional voltado para o ensino de operacoes matematicas basicas.

Fase de Brainstorming: Durante a sessao de brainstorming, o usudrio (um pro-
fessor de matemética) inseriu as seguintes ideias iniciais (4 inputs):

» Jogo sobre operagoes basicas de matematica

e Foco em adigao e subtragao para criangas de 8-10 anos

o Ambiente lidico com personagens animados

o Sistema de recompensas para motivar os alunos

O sistema, através do servigco GrogService, analisou estas ideias e sugeriu con-
ceitos complementares (4 sugestoes):

e Narrativa de exploradores matematicos em uma ilha misteriosa

e Desafios contextualizados em problemas do cotidiano

e Progressao de dificuldade adaptativa baseada no desempenho

« Elementos cooperativos para incentivar trabalho em equipe
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Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes

reflexivas padronizadas:

“Como vai ser esse jogo? Qual serd o género do jogo? Quem serao os perso-
nagens? Para que tipo de plataforma sera lancado? Serd um jogo apenas de
texto, ou havera um trabalho de arte envolvido?”

“Como o jogo garantird que os conceitos educacionais sejam incorporados de
forma endégena e nao apenas como uma camada superficial?”

“De que forma o sistema de recompensas se alinha com os objetivos pedago-
gicos?”

“Como o jogo lidara com diferentes ritmos de aprendizagem e niveis de conhe-
cimento prévio?”

“Quais mecanismos garantirao que o aspecto lidico nao ofusque o contetdo

educacional?”

As respostas do usudrio a estas questoes foram analisadas e refinadas, gerando

insights como:

Incorporar opera¢oes matematicas como mecanicas centrais para avangar na
narrativa

Utilizar recompensas que reforcem conceitos mateméaticos e promovam curio-
sidade

Implementar sistema de dificuldade dindmica que se ajusta discretamente ao
desempenho

Equilibrar desafios matematicos com elementos narrativos e exploratoérios

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas para cada se¢ao:

Agente de Mecanicas: Sugeriu um sistema de combinacao de elementos
através de operagoes matematicas, onde a soma ou subtragao de elementos
gera novos itens no jogo.

Agente de Narrativa: Desenvolveu uma narrativa sobre uma ilha onde os
numeros e operagoes tém efeitos méagicos no ambiente, e os jogadores devem
utilizar este conhecimento para ajudar os habitantes locais.

Agente de Engajamento: Propds um sistema de colecionaveis e conquistas
vinculadas a marcos de aprendizagem, com desafios didrios para manter o

interesse.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais alinhados com a Taxonomia de Bloom:

Lembrar: Reconhecer e reproduzir os algoritmos basicos de adi¢ao e subtra-

¢ao.
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o Entender: Explicar o processo de reagrupamento (vai-um) na adigdo e o
empréstimo na subtracao.

e Aplicar: Utilizar operacoes de adicao e subtragao para resolver problemas
contextualizados na narrativa do jogo.

e Analisar: Decompor problemas matematicos complexos em etapas mais sim-
ples e identificar a operacao apropriada.

e Avaliar: Verificar a razoabilidade de respostas e detectar erros em célculos.

e Criar: Desenvolver estratégias eficientes para resolver problemas matematicos

em contextos variados.

Jogo: Thha dos Nimeros ‘ ‘ Versdo: 1.0

4> Situagdo 2 Jogader/Alune

+ Dificuldade no aprendizado de operagées matemdticas bdsicas * Criangas de 8-10 anos do ensino fundamental

« Falta de engajamento de criangas com métodos tradicienais de ensino

* Necessidade de contextualizagdo da matemdtica em situagdes
cotidianas
b

« Diferentes ritmos de apr gem e niveis de prévio

+ Estudantes com diferentes niveis de familiaridade com matemética
+ Perfis diversos de aprendizagem (visual. auditive, cinestésico)

« Inter por jogos, per g d

e narrativas de exploragée

[y Objetives de Aprendizade

+ LEMBRAR os algoritmos bdsicos de adido e subtragdo

- ENTENDER o processo de reagrupamento (vai-um) na adigéo e o
empréstimo na subtragdo

- APLICAR operagdes de adigdo e subtragdo em problemas
contextualizados

* ANALISAR e d
mais simples

I
p

problemas ma em etapas

* AVALIAR a razoabilidade de respostas e detectar erros em cdlculos

+ CRIAR estratégias eficientes para resolver problemas matemdticos
em contextos variades

| Narrativa

* Uma ilha mégica onde os nimeros e operagdes t&m efeitos no ambiente
* Os habitantes usam matemdtica para controlar elementos da natureza
* O jogador é um jovem explorador que descobre esta ilha misteriosa

+ Missdes requerem aplicagdo progressiva de conceitos mateméticos

* Cada regiéo da ilha apresenta desafios mateméticos especificos

Toge

. Processe Lidico
A (MDA, Interface, exemplos)

de Aprendizade

* Feedback visual imediato dos
resultados das operagdes

- Progressdo de dificuldade
adaptativa baseada no b

desempenho
+ Exploracde do ambiente dailha
* Aprendizado por

experimentagdo e descoberta
- Auto-corregdo através de
feedback contextualizado

* Reforgo positivo através de M
recompensas e avangos na

narrativa ma
matematicas

bi i< b

* Operag8es matemdticas como A

agdes que transformam o o a
R * Satisfagdo ao resolver problemas matemdticos

ambiente

* Curicsidade sobre os efeitos das operagdes no mundo
+ Sensacdo de descoberta e exploragdo
+ Desafio progressive e sentimento de dominio

* Resolugéio de problemas contextualizades
+ Experimentagfio com diferentes combinagges numéricas

+ Interaglio com personagens e elementos do cendrio

+ Sistema de combinagdo de elementos através de operages

+ Niimeros ¢ operadores com itens coletdveis no ambiente

Objetives do
©

Jogo
* Ajudar os habitantes da ilha
usando conhecimentos
matemdticos
* Desbloquear todas as regides
da ilha
« Coletar itens numéricos e
elementos magicos
* Resolver os principais quebra-
cabegas de cada regido
* Restaurar o equilibrio
matemdtico da ilha

d

+ Quebra-cabegas

Inepiragdes
* Jogos de RPG com elementos de coleta como Pokémen
+ Jogos de quebra-cabega como Professer Layten

+ Aplicativos educacionais como DragonBex

* Minecraft Education Edition

+ Métodos pedagégicos construtivistas

+ Sistemas de gamificagdo do aprendizado

+ Sistema de progress@o com novas dreas e habilidades

- Interface intuitiva para realizar cdleulos visualmente

em operag8es mateméticas

i Restrigdes
* Necessidade de interface intuitiva para criangas de 8-10 anes
* Equilibrio entre desafio ¢ acessibilidade

+ Alinhamento com curriculo escolar de matemdtica

+ Compatibilidade com dispositivos de diferentes capacidades

+ Tempo limitado de atengéo do piblico-alvo

+ Necessidade de feedback pedagégico adequado

Figura A.1: Endo-GDC do jogo “Ilha dos Ntmeros”

Resultado Final - Endo-GDC do Jogo “Ilha dos Niimeros”:

do jogo “Ilha dos Ntumeros” integra os seguintes elementos principais:

O Endo-GDC

e Mecanicas Endégenas: Sistema onde operagoes matematicas funcionam
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como agdes que transformam o ambiente do jogo, com niimeros e operacoes
permitindo a criacao de ferramentas, superacao de obstaculos e resolugao de
quebra-cabegas ambientais.

Narrativa Integrada: Histéria sobre uma ilha magica onde os habitantes
usam matematica para controlar elementos da natureza, com missoes que re-
querem aplicagao progressiva de conceitos matematicos.

Elementos de Engajamento: Sistema de progressao baseado em conquis-
tas matemdticas, com recompensas que ampliam as habilidades do jogador e
desbloqueiam novas areas da ilha para exploracao.

Avaliagao Incorporada: Mecanismos de feedback que mostram visualmente
o resultado de operagoes matematicas no ambiente, permitindo auto-corregao

e aprendizado por experimentacao.

A.2 Estudo de Caso 2: Ensino de Ciéncias no En-

sino Médio

A.2.1 Design de Jogo para Ensino de Ciéncias no Ensino

Médio

Este estudo de caso demonstra a aplicacao do sistema para o design de um jogo que

ensina conceitos de ecologia e sustentabilidade.

Fase de Brainstorming: Um designer educacional inseriu as seguintes ideias

iniciais (6 inputs):

Simulagdo de um ecossistema

Foco em cadeias alimentares e equilibrio ecolégico
Publico-alvo: estudantes de 14-17 anos

Formato de simulagdo com elementos de estratégia
Interface que permite visualizacao de dados cientificos

Componente multijogador para simular cooperacao e competicao por recursos

O sistema sugeriu os seguintes conceitos complementares (5 sugestoes):

Conexao entre decisoes locais e impactos globais

Eventos aleatérios como desastres naturais e intervengoes humanas
Escala temporal que permite observar mudancas a longo prazo
Multiplas perspectivas: cientistas, politicos, cidadaos, empresas

Sistema de pesquisa cientifica para desbloquear tecnologias sustentaveis

Fase de Método Socratico: O Agente Socratico aplicou as mesmas questoes

reflexivas padronizadas:
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“Como vai ser esse jogo? Qual serda o género do jogo? Quem serao os perso-
nagens? Para que tipo de plataforma sera lancado? Sera um jogo apenas de
texto, ou havera um trabalho de arte envolvido?”

“Como o jogo garantird que os conceitos educacionais sejam incorporados de
forma enddgena e nao apenas como uma camada superficial?”

“De que forma o sistema de recompensas se alinha com os objetivos pedago-
gicos?”

“Como o jogo lidara com diferentes ritmos de aprendizagem e niveis de conhe-
cimento prévio?”

“Quais mecanismos garantirdo que o aspecto ludico nao ofusque o contetido

educacional?”

As respostas levaram a insights como:

Incorporar modelos cientificos reais em versoes simplificadas mas fiéis
Utilizar narrativas pessoais e conexoes emocionais para complementar dados
cientificos

Incorporar elementos probabilisticos e sistemas de feedback complexos
Incluir cenarios baseados em problemas reais da comunidade local dos estu-
dantes

Implementar sistema de consequéncias nao-lineares para demonstrar interde-

pendéncia ecolbgica

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas para cada secao:

Agente de Mecanicas: Propds um sistema de simulacao baseado em ci-
clos naturais, onde as ag¢oes dos jogadores influenciam miiltiplas variaveis do
ecossistema com efeitos em cascata ao longo do tempo.

Agente de Narrativa: Desenvolveu uma narrativa que acompanha o desen-
volvimento de uma regiao ao longo de décadas, mostrando as consequéncias
de longo prazo das decisoes ambientais.

Agente de Engajamento: Sugeriu um sistema de "reputagao cientifica'"que
evolui conforme os jogadores tomam decisdes baseadas em evidéncias e man-

tém a sustentabilidade.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar componentes essenciais de um ecossistema e suas inte-
ragoes basicas.
Entender: Explicar como energia e matéria fluem através das cadeias alimen-

tares e ciclos biogeoquimicos.
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[ ]
l6gicos.
.
vés da analise de dados.
[ ]
ental com base em evidéncias.
.

Aplicar: Implementar estratégias de conservacao em diferentes cenarios eco-

Analisar: Prever potenciais efeitos de perturbacoes em um ecossistema atra-

Avaliar: Julgar a sustentabilidade de diferentes abordagens de gestao ambi-

Criar: Desenvolver solugoes inovadoras para desafios ambientais que equili-

brem necessidades humanas e ecoldgicas.

Jogo: EcoSphere

‘ ‘ Versdo: 1.0

4 Situagde
« Dificuldade em compreender sistemas ecolégicos complexos

* Desconexdo entre agdes locais e consequéncias globais

* Falta de ferramentas para visualizar mudangas ecolégicas a longo
prazo

* Necessidade de aberdagens multidisciplinares para desafios
ambientais

« Dificuldade em +

A5

A - q
inter em ecossistem

p

U Jogader/Alune

» Estudantes do ensino médio (14-17 anos)

* Professores de ciéncias e biclogia

* Interessados em sustentabilidade e ecologia

* Perfis variades: analiticos, estratégicos e criativos

+ Familiaridade com joges de simulagdo e estratégia

[y Objetives de Aprendizade
+ LEMBRAR componentes essenciais de um ecossistema e suas
interagBes bésicas

- ENTENDER como energia e matéria fluem através das cadeias
s s

e ciclos biogeog

- APLICAR estratégias de conservagdo em diferentes cendrios
ecolégicos

- ANALISAR potenciais efeitos de perturbagdes em um ecossistema
+ AVALIAR a sustentabilidade de diferentes abordagens de gestdo
ambiental

b

+ CRIAR solugdes para desafios que equilibrem

| Narrativa

+ Uma regido que se desenvolve ao longo de décadas. mostrando
consequéncias de longo prazo das decisdes ambientais

* Mdltiplas perspectivas: cientistas, politicos, cidaddes e empresas

+ Eventos naturais e intervengdes humanas que modificam o ecossistema
+ Conexdo entre escalas locais e globais dos fendmenos ecolégicos

* Evolugdo temporal que permite observar padrées e ciclos naturais

humanas e ecoldgicas

, Processe Lidico
de Aprendizade

* Simulagdo baseada em modelos
cientificos reais simplificados

A
* Dy bert

Joge
A (MDA, Interface, exemplos)

& Objetivos do
Jogo
* Desenvolver um ecossistema

. equilibrado e resiliente

de

ocultas

+ Experimentagdo com
diferentes intervengdes no
ecossistema

- Visualizagdo de dados
cientificos em tempo real

o
- Observagtio de efeitos em
cascata e feedbacks ecoldgicos

* Colaboragdo multijogador para

* Satisfagdo em criar sistemas sustentdveis
* Surpresa com efeitos emergentes de intervencdes
* Tensdo entre objetives de curto e longo prazo

* Tomada de decisdes com impactos multiniveis
+ Gestdo de recurses limitades e renovdveis

* Maximizar a biodiversidade e
salide ambiental

* Atender ds necessidades
humanas de forma sustentdvel

* Descobrir e implementar
tecnologias ecoldgicas

* Estabelecer um consenso entre

o diferentes stakeholders

resolugdo de desafios + Cooperagho e

ambientais
- Reflexdo sobre impactos de
longo prazo das decisdes

M

entre

* Adaptagio a eventos imprevistos

+ Sistema de simulagie baseado em ciclos naturais
+ Varidveis ecolégicas interdependentes

+ Interface de visualizagdio de dados cientificos

+ Sistema de pesquisa para desbloquear tecnologias sustentdveis

- Escala temporal ajustdvel para observar mudangas

Inepiragées
+ Jogos de simulagéio como SimCity e Civilization
* Modelos cientificos de

* Documentdrios sobre ecelogia e sustentabilidade

e ciclos bi

+ Conceitos de pensamenta sistamico
* Ferramentas de visualizagéio de dados cientificos

+ Estudos de caso de gest&io ambiental bem-sucedida

i Restrigdes

I
p

* Equilibrio entre de cientifica e ibilidad

* Necessidade de interface intuitiva para visualizagéio de dados
+ Alinhamento com curriculo escolar de ciéncias

+ Compatibilidade com diferentes plataformas

* Requisitos técnicos para simulagio de sistemas complexos

+ Necessidade de validagéio cientifica do modelo de simulagéio

Figura A.2: Endo-GDC do jogo “EcoSphere”

Resultado Final - Endo-GDC do Jogo “EcoSphere”:

“EcoSphere” integra os seguintes elementos principais:

O Endo-GDC do jogo

e Mecanicas Endégenas: Sistema de simulagao ecologica onde cada acao afeta
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multiplas varidveis ambientais, representadas visualmente através de graficos
e mudancas no ecossistema virtual.

Narrativa Integrada: Historia que evolui ao longo de geracoes, mostrando
como decisdes anteriores criam o contexto para desafios futuros, com persona-
gens que representam diferentes perspectivas sobre sustentabilidade.
Elementos de Engajamento: Sistema de reconhecimento cientifico e social
que valoriza tanto a experimentacao metodoldgica quanto os resultados de
longo prazo na saide do ecossistema.

Avaliacao Incorporada: Ferramentas de analise cientifica que permitem
aos jogadores formular hipdteses, coletar dados e avaliar o impacto de suas

intervencoes no ecossistema.

A.3 Estudo de Caso 3: Ensino de Idiomas para

Adultos

A.3.1 Design de Jogo para Ensino de Idiomas para Adultos

Este caso demonstra a aplicagao do sistema para o design de um jogo voltado ao

aprendizado de linguas estrangeiras.

Fase de Brainstorming: Um professor especializado em ensino de idiomas inseriu

as seguintes ideias iniciais (3 inputs):

Jogo para aprendizado de vocabulario e construgao de frases
Foco em situagoes praticas do cotidiano profissional

Integracao entre compreensao auditiva e expressao oral

O sistema sugeriu os seguintes conceitos complementares (7 sugestoes):

Ambiente de simulagao social com personagens nao-jogaveis interativos
Sistema de reconhecimento de prontuncia com feedback instantaneo
Progressao baseada em niveis de fluéncia mensuraveis

Modo de viagem virtual a paises onde o idioma ¢ falado

Integragao com contetido de midia auténtico (noticias, filmes, musica)
Customizacao de contextos profissionais especificos

Sistema de revisao espagada para refor¢o de vocabulério

Fase de Método Socratico: O Agente Socratico aplicou as mesmas questoes

reflexivas padronizadas:

“Como vai ser esse jogo? Qual serd o género do jogo? Quem serao os perso-
nagens? Para que tipo de plataforma serd lancado? Serda um jogo apenas de

texto, ou havera um trabalho de arte envolvido?”

171



“Como o jogo garantird que os conceitos educacionais sejam incorporados de
forma enddégena e nao apenas como uma camada superficial?”

“De que forma o sistema de recompensas se alinha com os objetivos pedago-
gicos?”

“Como o jogo lidarad com diferentes ritmos de aprendizagem e niveis de conhe-
cimento prévio?”

“Quais mecanismos garantirdo que o aspecto ludico nao ofusque o contetido

educacional?”

As respostas geraram os seguintes insights:

Desenvolver um RPG conversacional onde todo avanco depende da comunica-
¢ao no idioma-alvo

Criar situacoes que exijam uso auténtico da lingua para resolucao de problemas
Implementar um sistema adaptativo que ajusta o vocabulario e complexidade
gramatical

Incorporar analise linguistica em tempo real para feedback personalizado

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Desenvolveu um sistema onde o didlogo é a mecanica
central, com reconhecimento de fala e técnicas de processamento de linguagem
natural para avaliar respostas dos jogadores.

Agente de Narrativa: Criou uma narrativa sobre um profissional recém-
chegado a um pais estrangeiro, enfrentando desafios cotidianos e profissionais
que requerem comunicacao efetiva.

Agente de Engajamento: Propos um sistema de networking social dentro
do jogo, onde conexdes com personagens nao-jogaveis desbloqueiam oportuni-

dades e recursos.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Reconhecer e reproduzir vocabulario e estruturas gramaticais em
contextos relevantes.

Entender: Interpretar comunicagoes no idioma-alvo e responder apropriada-
mente.

Aplicar: Utilizar o idioma para resolver problemas cotidianos e profissionais.
Analisar: Distinguir nuances de significado e intencao em diferentes contextos
comunicativos.

Avaliar: Julgar a eficacia de diferentes estratégias comunicativas em diversos

contextos.
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e Criar: Produzir comunicagoes originais adaptadas a objetivos especificos e

audiéncias diversas.

Joge: LinguaViva

‘ ‘ Verede: 1.0

4% Situagde

* Dificuldade em desenvolver fluéncia em idiemas estrangeiros
* Falta de contextualizagdo do aprendizade em situagdes reais

+ Desafio na transicdo entre conhecimento tedrico e uso pratico
* Necessidade de prdtica continua e feedback preciso

« Foco insuficiente em comunicacdio para contextes profissionais

U Jogador/Aluno

* Adultos profissionais com necessidades especificas de comunicagdo
+ Pessoas que precisam usar o idioma em contextos de trabalhe

+ Aprendizes com diferentes niveis de proficigncia prévia

+ Interessados em desenveolvimento de carreira internacicnal

« Profissionais com tempo limitade para estude tradicional

[y Objetives de Aprendizade
- LEMBRAR vocabuldrio e estruturas gramaticais em contextos
relevantes

« ENTENDER icagdes no idi lvo e r

+ APLICAR o idioma para resolver problemas cotidianos e profissionais

ponder apropriadamente

* ANALISAR nuances de significado e intengdo em diferentes
contextos comunicativos

* AVALIAR a eficdcia de diferentes estratégias comunicativas

* CRIAR comunicagdes originais adaptadas a objetives e audiéncias
especificas

Toge

_ Precesse Lidice
P (MDA, Interface, exemplos)

de Aprendizado

* Didlogo como mecdnica central A
de progressdo

| Narrativa

* Um profissional recém-chegado a um pais estrangeiro

+ Desafios cotidianos e profissionais que requerem comunicagdo efetiva
* Desenvolvimento de redes de contatos locais e profissionais

* Progr dade de &

* Imersdo virtual em situagdes auténticas do pais-alvo

do de carreira vinculada &

Objetives do
©

Joge
* Estabelecer uma rede de.
contatos profissionais

* Aplicagdo contextualizada de
veeabuldrio e gramdtica

* Feedback linguistico através
de reagées dos interlocutores
* Sistema de reviséo espagada
para reforgo de aprendizado

+ Satisfagdo ao ser compreendido em outre idioma
* Descoberta de nuances culturais através da lingua
* Conexéio com personagens ¢ suas histérias

+ Orgulho pelo progresso na fluéncia e adequagdo contextual

[}

+ Conversages com personagens néo-jogdveis

* Progredir na carreira dentro
do ambiente simulado

* Resolver desafios
comunicativos em contextos
variados

* Aleangar niveis mensurdveis de

« Prética de compreensdo
auditiva e expressdo oral

+ Adaptagdo do nivel de
complexidade linguistica ao
jogador m

Incpiragdes

+ Aplicativos de aprendizado de idiomas come Duolingo e Babbel

* RPGs conver is e jogos de simulagdo social

+ Métodos de imersdo linguistica

+ Tecnologias de recont odevozep de linguagem
natural

+ Simulagdes de negécios e desenvolvimento profissional

+ Quadro Comum Europeu de Referéncia para Linguas

* Resolugdo de problemas através da comunicagdio
* Desenvolvimento de redes de contatos

+ Navegagdo por ambientes culturais diversos

+ Sistema de didlogo interativo com reconhecimento de fala
« Processamento de linguagem natural para avaliar adequagdo contextual
+ Viagem virtual a locais onde o idioma & falado

- Sistema de reputagdo e networking social

* Integragdio com contelido auténtico de midia no idioma-alvo

fluéncia

* Adaptar-se a diferentes
situagdes culturais e sociais

i Restrigdes

* Limitagdes t nor de fala e pronincia
* Necessidade de personalizagdo para diferentes perfis profissionais
+ Balanceamento entre feedback linguistico e fluidez da experiéncia

+ Desenvolvimento de contetide para miltiplos idiomas

o Lt T o o
p a diferentes sotaques e variagdes regionai

* Capacidade de processamento para andlise linguistica em tempo real

Figura A.3: Endo-GDC do jogo “LinguaViva”

Resultado Final - Endo-GDC do Jogo “LinguaViva”:

O Endo-GDC do jogo

“LinguaViva” integra os seguintes elementos principais:

e Mecanicas Endégenas: Sistema de didlogo interativo onde a capacidade de

comunicag¢ao determina diretamente o progresso, com uso de processamento de

linguagem natural para avaliar ndo apenas correcao gramatical mas também

adequacao contextual.

o Narrativa Integrada: Simulacao de carreira internacional onde as habili-

dades linguisticas afetam opgoes de trabalho, relacionamentos profissionais e

oportunidades de crescimento.

« Elementos de Engajamento: Sistema de reputacao e redes de contato que

173



evolui conforme o jogador demonstra proficiéncia comunicativa em diferentes
contextos sociais e profissionais.

Avaliacao Incorporada: Feedback linguistico contextualizado que nao in-
terrompe a experiéncia, apresentado como reacoes naturais dos interlocutores

e consequéncias praticas da comunicagao.

A.4 Estudo de Caso 4: Formacao em Lideranca e

Gestao

A.4.1 Design de Jogo para Formacao Corporativa

Este estudo de caso ilustra a aplicacao do sistema para o contexto de treinamento

corporativo.

Fase de Brainstorming: Um especialista em treinamento corporativo inseriu

apenas uma ideia inicial (1 input):

Simulacao de gestao de equipes em ambiente de trabalho hibrido

O sistema, demonstrando capacidade de expansao a partir de inputs minimos,

gerou as seguintes sugestoes (8 sugestoes):

Foco em comunicagao eficiente e resolucao de conflitos

Cenérios baseados em situacoes reais de trabalho remoto e presencial
Sistema de feedback multidimensional (técnico, emocional, organizacional)
Personagens com diferentes perfis comportamentais e profissionais

Meétricas balanceadas entre bem-estar da equipe e produtividade

Eventos imprevistos que exigem adaptacao rapida de estratégias

Multiplos caminhos de resolucao baseados em diferentes estilos de lideranca

Componente de reflexdo pos-agao para analise de decisoes tomadas

Fase de Método Socratico: O Agente Socratico aplicou as questoes reflexivas

padronizadas:

“Como vai ser esse jogo? Qual serd o género do jogo? (Quem serao os perso-
nagens? Para que tipo de plataforma serd langado? Serd um jogo apenas de
texto, ou havera um trabalho de arte envolvido?”

“Como o jogo garantird que os conceitos educacionais sejam incorporados de
forma enddégena e nao apenas como uma camada superficial?”

“De que forma o sistema de recompensas se alinha com os objetivos pedago-
gicos?”

“Como o jogo lidard com diferentes ritmos de aprendizagem e niveis de conhe-

cimento prévio?”
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“Quais mecanismos garantirao que o aspecto lidico nao ofusque o contetdo

educacional?”

As respostas geraram os seguintes insights:

Criagdo de uma simulagdo com elementos visuais profissionais e interface de
gerenciamento

Implementacao de um sistema onde teoria e préatica de lideranga sao insepa-
raveis

Desenvolvimento de métricas complexas que refletem a multidimensionalidade
da lideranca efetiva

Incorporacao de um sistema de mentoria in-game para orientacao contextual

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecéanicas: Propds um sistema de "rodadas de comunicac¢ao'com
limitagoes de tempo e canais, simulando os desafios de equipes distribuidas
geograficamente.

Agente de Narrativa: Desenvolveu um cenario de uma empresa ficticia
enfrentando transformacao digital e transi¢ao para modelo de trabalho hibrido.
Agente de Engajamento: Sugeriu um sistema de métricas de desempenho
multidimensional que avalia nao apenas resultados, mas também processos e

impactos nas pessoas.

Fase de Taxonomia de Bloom: O sistema adaptou a Taxonomia de Bloom para

o contexto corporativo:

Lembrar: Identificar principios fundamentais de lideranca e gestao de equipes
hibridas.

Entender: Reconhecer padroes de comportamento organizacional e dinamicas
de equipe.

Aplicar: Implementar técnicas especificas de comunicagao e gestao em cena-
rios diversos.

Analisar: Interpretar dados de desempenho e feedback para identificar causas
raiz de problemas.

Avaliar: Julgar a eficacia de diferentes abordagens de lideranga em contextos
especificos.

Criar: Desenvolver estratégias personalizadas para motivar equipes diversas

e alcancar objetivos organizacionais.

Resultado Final - Endo-GDC do Jogo “LeadSync”: O Endo-GDC do jogo

“LeadSync” integra os seguintes elementos principais:
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Joge: LeadSync

‘ ‘ Versdo: 1.0

4> Situagdo

» Desafios de lideranga em ambientes de trabalhe hibridos

+ Dificuldade na comunicagéio eficiente entre equipes distribuidas
+ Complexidade na gestéo de conflitos & distancia

+ Necessidade de equilibrar produtividade e bem-estar da cquipe
* Falta de fi

p de liderang

para

© Togadon/Aluno
* Gestores em formagdo e lideres em desenvolvimento

+ Profissionais em transigiio para cargos de lideranga

+ Lideres experientes adaptande-se a medelos hibridos

+ Exceutivos buscando aprimorar habilidades especificas

+ Equipes de RH e desenvolvimento organizacional

[ Objetives de Aprendizade

+ LEMBRAR principios fundamentais de lideranca e gestdo de equipes
hibridas

_| Narrativa

* Uma empresa ficticia enfrentande transformagdo digital e transicéio
para modelo hibride

+ ENTENDER padréges de comportamento or ional e dindmicas de.
equipe
+ APLICAR téenicas especificas de comunicagéio e gestdo em cendrios

« Per gens com diferentes perfis comportamentais e profissionais

« Desafios baseados em situagdes reais de trabalho remote e presencial

+ Evelugdo organizacional que responde &s decis8es de lideranca

diversos

* ANALISAR dados de desempenho e feedback para identificar causas
raiz

« Eventos imprevistos que exigem adaptagéo rdpida de estratégias

* AVALIAR a eficdcia de diferentes abordagens de lideranca em
contextos especificos

* CRIAR estratégias para motivar equipes diversas e alcancar cbjetivos
organizacionais

Objetives do
Jege

, Processe Lidico
de Aprendizade

Jego
a (MDA, Interface, exemplos) @
* Construir uma equipe de alto
desempenho em ambiente
hibrido
* Alcangar metas organizacionais
mantendo bem-estar da equipe

+ Tomada de decisdes em A
cendrios realistas . hs .
+ Satisfagdo ao construir equipes eficientes e motivadas
+ Feedback multidimensional
(téenico, emacional,
organizacional)

* Descoberta de padrées comportamentais e organizacionais

+ Tenséio enre objetivos conflitantes (curto prazo vs. longo prazo)
* Orgulho pelo desenvelvimento da reputacéo de lideranca + Desenvolver reputagdo positiva
como lider eficaz

* Andlise das consequéncias em
cascata das decisdes b
* Experimentagdo com

diferentes estilos de lideranga

* Navegar com sucesso por

+ Gestdo de comunicagdo com limitagdes de tempo e canais =
crises e transformagdes

+ Tomada de decisdes com informagdes incompletas )
* Criar uma culrurn

organizacional resiliente e

* Reflexéio pés-agéo para andlise
de decisées tomadas

is diversos

Adaptacdo a perfis compor

- Sistema de mentoria in-game + Equilibrio entre produtividade e bem-estar adaptdvel
para orientagdo contextual M
+ Sistema de "rodadas de comunicagdo" com limitagdes realistas
* Métricas de desempenho multidimensional
* Dashbeard de andlise organizacional
+ Sistema de reputagdo de lideranga multifacetado
+ Interface de gerenciamento de equipes distribuidas
Inspiragdes I Restrigdes
+ Simulages de gestde e jogos de estratégia empresarial * N idade de rep p humanos compl
+ Pesquisas sobre lideranga em ambientes hibridos + Balk entre simplicidade de jogo e complexidadk

+ Teorias de comportamento organizacional organizacional

+ Estudos de caso de transformagdo digital + Adaptaglio a diferentes culturas e contextos empresariais

o Bamrmim e dhd e e + Desenvolvimento de métricas significativas para avaliagdo de lideranga

+ Interface profissional adequada ao contexto corporativo

lidago do modelo de si

* Modelos de desenvolvimento de lideranga situacional
lacac iali

com

p tas em lideranga

Figura A.4: Endo-GDC do jogo “LeadSync”

Mecéanicas Endégenas: Sistema de simulagao organizacional onde praticas
de lideranca impactam diretamente o desempenho, engajamento e desenvolvi-
mento da equipe, com métricas interdependentes que refletem a complexidade
de ambientes de trabalho reais.

Narrativa Integrada: Cenario organizacional dinamico que evolui em res-
posta as decisoes de lideranga, com personagens que demonstram comporta-
mentos realistas e adaptaveis.

Elementos de Engajamento: Sistema de "reputacao de lideranga'"multifa-
cetado que reflete diferentes dimensoes da eficicia gerencial e se manifesta
através das interacoes e desempenho da equipe.

Avaliacao Incorporada: Dashboards de andlise organizacional que permi-

tem reflexao sobre causas e efeitos das decisoes tomadas, com feedback apre-
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sentado como resultados naturais no ambiente de trabalho simulado.

A.5 Estudo de Caso 5: Ensino de Historia no En-
sino Médio

A.5.1 Design de Jogo para Ensino de Histéria no Ensino
Médio
Este estudo de caso demonstra a aplicagao do sistema para o design de um jogo

educacional sobre eventos historicos para estudantes do Ensino Médio.

Fase de Brainstorming: Um professor de histéria inseriu apenas duas ideias
iniciais (2 inputs):

o Jogo sobre a Revolugao Industrial e suas consequéncias

o Foco em mudancas sociais, economicas e tecnologicas

O sistema, através do servico GrogService, analisou estas ideias e sugeriu diversos
conceitos complementares (7 sugestoes):

e Simulacao de desenvolvimento urbano durante a industrializacao

o Narrativa que acompanha uma familia através de geragoes

o Sistema de causa e efeito mostrando impactos de decisoes politicas

« Representacao de diferentes classes sociais e suas perspectivas

o Elementos de investigagao historica usando fontes primarias

o Conexoes entre eventos histéricos e questoes contemporaneas

e Dilemas éticos baseados em situagoes histéricas reais

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes
reflexivas:
e “Como o jogo podera representar diferentes perspectivas histéricas sem privi-
legiar um tnico ponto de vista?”
e “De que forma o jogo equilibrara a simplificagdo necessaria para a jogabilidade
com a complexidade historica real?”
o “Como serao abordadas questoes sensiveis como exploracao trabalhista e co-
lonialismo?”
As respostas geraram os seguintes insights:
o Implementar um sistema de multiplas perspectivas onde os jogadores viven-
ciam os mesmos eventos através de diferentes personagens
o Utilizar niveis de profundidade que permitam exploracao adicional para estu-
dantes interessados

o Incorporar fontes historicas reais como elementos de descoberta no jogo
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Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuiram com sugestoes especificas:

o Agente de Mecanicas: Propds um sistema de tomada de decisdes com
ramificacbes que mostram consequéncias a curto e longo prazo, inspirado em
jogos de estratégia e simulacao social.

e Agente de Narrativa: Desenvolveu uma estrutura narrativa centrada em
uma cidade industrial ficticia com personagens representando diferentes estra-
tos sociais, incluindo trabalhadores, empresarios e reformistas.

o Agente de Engajamento: Sugeriu um sistema de descobertas baseado em
investigacao histérica, onde os jogadores coletam e analisam documentos, ima-

gens e relatos da época.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:
o Lembrar: Identificar os principais eventos, invengoes e figuras da Revolugao
Industrial.
o Entender: Explicar as relagoes causais entre industrializacao e transforma-
¢oes sociais.
e Aplicar: Relacionar processos histéricos a contextos atuais de desenvolvi-
mento tecnologico e desigualdade.
e Analisar: Examinar fontes histéricas e extrair informacoes relevantes sobre
diferentes perspectivas.
o Avaliar: Julgar decisoes histdricas considerando o contexto da época e suas
consequeéncias.
o Criar: Desenvolver cenarios alternativos baseados em diferentes escolhas po-

liticas e sociais.

Resultado Final - Endo-GDC do Jogo “Tempos de Mudanga”: O Endo-
GDC do jogo “Tempos de Mudanca” integra os seguintes elementos principais:

o Mecanicas Enddégenas: Sistema de simulagao histérica com tomada de de-
cisoes que afetam o desenvolvimento urbano, condi¢bes sociais e inovacoes
tecnoldgicas ao longo de geragoes.

o Narrativa Integrada: Histéria centrada em uma cidade industrial em trans-
formagao, com multiplos personagens jogaveis representando diferentes classes
sociais e ideologias da época.

o Elementos de Engajamento: Sistema de descoberta de artefatos histéricos
e documentos que revelam novas perspectivas e desbloqueiam opgoes adicio-
nais, incentivando a exploracao aprofundada.

e Avaliacao Incorporada: Mecanismos de feedback visual e narrativo que
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Jogo: Tempos de Mudanga

‘ ‘ Versdo: 1.0

% Situagdio

+ bificuldade em compreender o impacto da Revelugdio Industrial na
sociedade

+ Falta de contextualizagdo histérica para eventos tecnolégicos e sociais
+ Desconexlo entre fatos histéricos e suas consequéncias de longo
prazo

* Necessidade de apresentar miltiplas perspectivas histéricas

+ Complexidade em demonstrar relages causais em processos
histéricos

% Jogadon/Aluno
+ Estudantes do ensino médio

* Professores de histéria e estudos sociais

+ Interessados em histéria industrial e desenvelvimento urbano

+ Perfis diversos: analiticos, empédticos e orientados a narrativas

+ bi niveis de to histérico prévie

[ Objetives de Aprendizade

* LEMBRAR os principais eventos. invengdes e figuras da Revolugéo
Industrial

+ ENTENDER as relagées causais entre industrializagéio e
transformagdes sociais

* APLICAR conhecimentos histéricos para relacionar processos do
passado com contextos atuais

* ANALISAR fontes histdricas e extrair informages sobre diferentes
perspectivas

* AVALIAR decisbes histdricas considerando o contexto da época &
suas consequéncias

* CRIAR cendrios alternativos baseados em diferentes escolhas
politicas e sociais

|| Narrativa

- Cidade industrial ficticia em transformagdo durante a Revolugdo
Industrial

« Miltiplos personagens jogdveis representando diferentes classes
saciais e ideologias

* Desenvolvimento urbano ao longe de geragdes mostrando evolugdo da
cidade

- Eventos histéricos impactando a vida dos personagens de forma
personalizada

* Conexdes entre decises locais e acontecimentos globais do periodo

Processo Lidico
de Aprendizade
* Tomada de decisées com A
ramificagdes histéricas
* Andlise de fontes histéricas
primdrias e secunddrias
« Vivéncia de eventos através de
miltiplas perspectivas
* Observagdc de consequéncias a b
curto e longo prazo
* Conexdo entre inovagdes
tecnolégicas e impactos sociais
- Debate sobre dilemas éticos
em contexto histérico
M

Jo
A (MDA, Interface, exemplos)

+ Empatia com personagens de diferentes classes sociais
+ Descoberta de conexdes histdricas ocultas

* Satisfagdo ao influenciar o desenvolvimento urbano

+ Dilemas morais em contexto histdrico realista

+ Exploracéo da cidade em transformacéo
* Tomada de decisdes com consequéncias histéricas
+ Tnvestigaglio de documentos e artefatos da época

+ Interagdo com personagens histéricos

+ Sistema de simulagdo histrica com ramificages

Objetives do

Jogo
* Navegar com sucesso pelas
transformagdes sociais
+ Descobrir documentos e
artefatos histéricos
+ Influenciar o desenvolvimento
da cidade industrial
+ Experimentar a histéria
através de miltiplas
perspectivas
* Construir uma narrativa
familiar através de geragdes

* Mecanismo de alterndncia entre personagens e perspectivas
« Sistema de descoberta e andlise de artefatos histéricos
+ Interface de visualizag8o de transformagdo urbana

* Arvores de didlogo contextuais & época e classe social

Incpiragdes i Restrigdes

* Jogos como "Civilization" e "Anno 1800"

R hi lugdo Industrial

* Necessidade de equilibrio entre preciséo histérica e engajamento

sobre a R + Representagdio respeitosa de questdes sensiveis como trabalho infarntil

D térios sobre d ito urbano * Adequagdo a faixa etdria do ensino médio

* Arquivos histdricos e fotografias de cidades industriais + Alinhamento com curriculo escolar de histéria
* Simulag8es de histéria contrafactual * Integragdo de fontes histdricas reais com elementos ficticios

+ Estudos sociais sobre impactos da industrializagdo + Limitag8es tecrolégicas para representar evolugdo urbana detalhada

Figura A.5: Endo-GDC do jogo “Tempos de Mudanca”

mostram consequéncias de decisoes historica e permitem reflexao sobre pro-

cessos de causa e efeito em contextos sociais complexos.

A.6 Estudo de Caso 6: Ensino de Teoria Musical

A.6.1 Design de Jogo para Ensino de Teoria Musical para

Iniciantes

Este estudo de caso ilustra a aplicagao do sistema para o design de um jogo educa-

cional voltado para o ensino de teoria musical basica.
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Fase de Brainstorming: Durante a sessao de brainstorming, o usuario (um pro-

fessor de musica) inseriu as seguintes ideias iniciais (7 inputs):

Jogo para ensino de notacao musical

Foco em reconhecimento de notas e intervalos

Progressao desde conceitos basicos até formacao de acordes
Integracao com instrumentos reais via MIDI

Feedback auditivo imediato

Elemento de composicao criativa

Abordagem inclusiva para diferentes estilos musicais

O sistema analisou estas ideias e sugeriu apenas dois conceitos complementares

(2 sugestoes):

Narrativa em que o jogador é um aprendiz de um maestro buscando criar uma
obra-prima

Sistema de desafios colaborativos onde jogadores combinam suas cria¢oes

Fase de Método Socratico: O Agente Socratico aplicou um conjunto extenso

de questoes reflexivas (6 questoes):

“Como o jogo equilibrara o rigor técnico da teoria musical com a experiéncia
ludica?”

“De que forma o jogo acomodara diferentes estilos de aprendizagem musical
(visual, auditivo, cinestésico)?”

“Como o feedback sera estruturado para ser informativo sem ser desencoraja-
dor?”

“Qual sera a abordagem para integrar a criatividade musical com o aprendi-
zado teodrico?”

“Como o jogo lidard com diferentes niveis de experiéncia musical prévia?”
“De que forma a progressao de dificuldade serd implementada para manter o

engajamento?”

As respostas geraram os seguintes insights:

Utilizar visualizacoes dinamicas que conectam notacao, som e posicionamento
nos instrumentos

Implementar um sistema de adaptagao que ajusta desafios baseado no desem-
penho e estilo de aprendizagem

Criar um ambiente de experimentacgao seguro onde erros sao parte do processo
criativo

Desenvolver um sistema de composi¢ao guiada que gradualmente remove res-

tricoes
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Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuiram com sugestoes especificas:

o Agente de Mecanicas: Propos um sistema de "blocos musicais'que per-
mite construcao visual de composigoes, com feedback auditivo instantaneo e
visualizacao de padroes tedricos.

o Agente de Narrativa: Desenvolveu uma historia sobre um musico viajante
que aprende diferentes estilos e tradi¢des musicais ao redor do mundo, conec-
tando teoria musical a contextos culturais.

o Agente de Engajamento: Sugeriu um sistema de desafios de improvisagao
com restricoes progressivamente mais complexas, e um componente social para

compartilhamento de criagoes.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-
cionais:
o Lembrar: Identificar notas, intervalos, escalas e acordes basicos na notacao
musical.
o Entender: Explicar rela¢oes entre notas, formacao de intervalos e construcao
de acordes.
e Aplicar: Utilizar conhecimentos teéricos para criar melodias e progressoes
harmonicas simples.
e Analisar: Decompor pegas musicais para identificar estruturas e padrdes ted-
ricos.
e Awvaliar: Julgar composi¢oes com base em principios tedricos e expressividade
musical.
o Criar: Desenvolver composicoes originais aplicando conceitos teéricos em con-

textos criativos.

Resultado Final - Endo-GDC do Jogo “Harmonix”: O Endo-GDC do jogo
“Harmonix” integra os seguintes elementos principais:

e« Mecanicas Enddégenas: Sistema interativo que conecta notacao musical,
reproducao sonora e visualizagoes, permitindo experimentacao com feedback
multimodal imediato.

e Narrativa Integrada: Jornada de um musico explorando diferentes tradi¢oes
musicais, com personagens mentores representando diversos estilos e aborda-
gens tedricas.

+ Elementos de Engajamento: Sistema de composicao progressiva que intro-
duz novos elementos tedricos como ferramentas criativas, com oportunidades
de personalizagao e compartilhamento.

o Avaliacao Incorporada: Feedback contextual fornecido através de reagoes
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Jogo: Harmonix

‘ ‘ Versdo: 1.0

% Situagdio

+ bificuldade em compreender teoria musical de forma prética
+ Desconexdo entre simbolos de notago e sons reais

* Falta de feedback imediate durante o aprendizado musical

* Necessidade de integragdo entre teoria e criatividade musical

 Diferentes estilos de aprendizagem musieal (visual, auditivo,
einestésico)

% Jogadon/Aluno
+ Iniciantes em misica sem experiéncia prévia

* Misicos amadores buscande aprofundar conhecimentos tedricos
+ Estudantes de diferentes faixas etdrias

* Professores de miisica buscando recursos diddticos

+ Pessoas com inferesse em composigdo e criagdo musical

[ Objetives de Aprendizade
* LEMBRAR notas, intervalos, escalas e acordes bdsicos na notagdo
musical

* ENTENDER relagdes entre notas, formagdo de intervalos e construgdo
de acordes

|| Narrativa

* Um misico viajante que aprende diferentes estilos e tradictes
musicais

* Jornada por diferentes regiges do mundo com tradigées musicais
distintas

* APLICAR conhecimentos tedricos para criar melodias e progr
harmanicas

* ANALISAR pegas musicais para identificar estruturas e padrées
tedricos

* AVALIAR composigées com base em principios tedricos e
expressividade

* CRIAR composigdes originais aplicando conceitos tedricos em
contextos eriativos

* Per mentores repr do diversos estilos e abordagens
tedricas

+ Desafios musicais que requerem dominie crescente de tecria e
expressdo

* Culmina com a criagdo de uma composigdo original que integra os
aprendizados

. Processe Lidico Jege
de Aprendizade ] (MDA, Interface, exemplos)
» Visualizagbes dindmicas A
conectando notagdo, som e

instrumentos
+ Exercicios interatives com

+ Satisfagdo ao reconhecer padrées musicais
* Prazer estétice ao criar composigdes harmoniosas

* Descoberta de 8es entre teoria e

Objetivos do
G Toge
+ Completar a jornada musical
pelo mundo

+ Dominar diferentes elementos
da teoria musical

feedback auditivo imediato

* Sistema adaptative que ajusta
desafios ao desempenho IS
* Experimentagdo musical com
restricdes graduais

* Conexdo entre teoria e
contextos culturais

* Possibilidade de integragdo

com instrumentos reais via "
MIDT

Incpiragdes
+ Jogos musicais como Guitar Hero e Rock Band

+ Aplicativos de educagiio musical come Yeusician

+ Softwares de composicéio como GarageBand

+ Métodos pedagégicos de educagio musical

+ Visualizadores musicais  interfaces experimentais

+ TradigBes musicais de diferentes culturas

* Orgulho ao dominar conceitos e aplicé-los criativamente

+ Construgdo de composigdes com blocos musicais
+ Desafios de improvisagdo com restrigdes tedricas
+ Exploragdo de diferentes tradigdes musicais

+ Andlise e reconstrugdo de pegas existentes

+ Sistema de "blocos musicais" para construgdo visual
* Feedback auditivo instantaneo para experimentagdio
* Visualizagdo de padrées teéricos em tempo real

« Progressdo por niveis de complexidade tedrica

+ Interface multimodal (visual, auditiva, atil)

Lo * Criar composigges originais em
estilos variados

* Construir um portfélio musical
personalizado

* Desbloguear instrumentos e
elementos musicais

§ Restriges
 Equilibrio entre rigor tedrico ¢ acessibilidade

+ Necessidade de engine de dudio precisa e responsiva

+ Compatibilidade com diferentes interfaces MIDI

+ Inclusio de diversas tradigdes musicais com precisdo cultural
+ Adaptabilidade a diferentes niveis de experigncia prévia

+ Feedback construtivo que néio desestimule iniciantes

Figura A.6: Endo-GDC do jogo “Harmonix”

Ensino Médio

iniciais (3 inputs):

de personagens, audiéncias virtuais e analise visual de padroes musicais, enfa-

tizando tanto a correcao tedrica quanto a expressividade.

A.7 Estudo de Caso 7: Ensino de Biologia Celular

A.7.1 Design de Jogo para Ensino de Biologia Celular no

Este caso demonstra a aplicacao do sistema para o design de um jogo educacional

sobre biologia celular para estudantes do Ensino Médio.

Fase de Brainstorming: Um professor de biologia inseriu as seguintes ideias
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Jogo sobre estrutura e fungoes celulares
Visualizacdo 3D de organelas e processos celulares

Possibilidade de manipular componentes celulares

O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(5 sugestoes):

Narrativa onde o jogador é um pesquisador em escala microscopica
Simulagao de diferentes tipos celulares (animal, vegetal, procarionte)
Representacao de processos dinamicos como respiracao celular e fotossintese
Progressao desde nivel celular até sistemas de orgaos

Cenaérios de solugao de problemas como resposta a patogenos ou mutagoes

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes

reflexivas:

“Como o jogo equilibrara precisao cientifica com simplificacdbes necessarias
para jogabilidade?”

“De que forma a escala microscépica e o tempo dos processos celulares serao
representados de maneira compreensivel?”

“Como as interacoes entre diferentes sistemas celulares serao demonstradas de
forma clara?”

“Que mecanismos permitirao aos estudantes fazer conexdes entre fendomenos

celulares e suas manifestagoes macroscopicas?”

As respostas do usuario geraram os seguintes insights:

Utilizar camadas de complexidade que podem ser ativadas ou desativadas
conforme o nivel de aprendizado

Implementar controles de escala e tempo para visualizar processos em diferen-
tes niveis

Criar visualizagoes que conectam eventos celulares a manifestagoes visiveis no
organismo

Desenvolver um glossario cientifico interativo que esclarece termos e conceitos

durante o jogo

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Propos um sistema de simulacao celular interativa
onde os jogadores manipulam componentes celulares e observam resultados,
com foco em relagoes de causa e efeito entre organelas e processos.

Agente de Narrativa: Desenvolveu uma narrativa em que o jogador é um
especialista em nanotecnologia que pode reduzir-se a escala celular para inves-

tigar e resolver problemas bioldgicos em diferentes organismos.
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Agente de Engajamento: Sugeriu um sistema de desafios baseados em
casos reais de pesquisa bioldgica, com diferentes niveis de complexidade e um

componente de laboratério virtual para experimentacao.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar estruturas celulares e suas fungoes basicas.

Entender: Explicar como diferentes organelas contribuem para o funciona-
mento celular.

Aplicar: Prever mudancas no funcionamento celular baseadas em alteragoes
de condigoes ou componentes.

Analisar: Comparar e contrastar diferentes tipos de células e seus sistemas
especializados.

Avaliar: Julgar a eficicia de respostas celulares a diferentes estimulos e ame-
acas.

Criar: Projetar solugoes para problemas celulares baseadas em principios

biologicos.

Resultado Final - Endo-GDC do Jogo “CellQuest”: O Endo-GDC do jogo

“CellQuest” integra os seguintes elementos principais:

Mecanicas Endoégenas: Simulagao interativa 3D que permite manipulacao
de componentes celulares e visualizagao de processos em tempo real, com
mecanismos de causa e efeito que refletem relagoes biologicas reais.
Narrativa Integrada: Missoes cientificas estruturadas como investigacoes
biolégicas em diferentes tipos celulares e organismos, com crescente complexi-
dade e conexoes entre niveis de organizacao biologica.

Elementos de Engajamento: Sistema de descobertas progressivas que des-
bloqueiam novas ferramentas de investigagao e cenarios, com um componente
de laboratorio virtual para experimentacao livre.

Avaliacao Incorporada: Feedback através de resultados experimentais vi-
sualizaveis e métricas de saide celular/organismos, permitindo aos estudantes

avaliar diretamente o impacto de suas intervencoes.
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Jogo: CellQuest

‘ ‘ Versdo: 1.0

% Situagdio

+ bificuldade em visualizar estruturas e processos microscdpicos

+ Complexidade dos sistemas celulares e suas interagses

+ Desafio em compreender processos em diferentes escalas de tempo
* Abstragdo excessiva nos materiais diddticos tradicionais

+ Falta de conexdo entre fendmenos celulares e manifestagdes
macroscépicas

% Jogadon/Aluno
+ Estudantes do ensino médio

* Professores de biologia buseando recursos diddticos
* Entusiastas de ciéncias e biologia

+ Estudantes universitdrios em cursos introdutdrios

+ Perfis diversos: visuais, experimentais e analiticos

[ Objetives de Aprendizade

* LEMBRAR estruturas celulares e suas fungdes bdsicas

+ ENTENDER como diferentes organelas contribuem para o
funcionamento celular

+ APLICAR conhecimento para prever mudangas no funcionamento
celular

* ANALISAR diferentes tipos de células e seus sistemas especializados
* AVALIAR a eficdcia de respostas celulares a diferentes estimules

* CRIAR solugdes para problemas celulares baseadas em principios
bioldgicos

|| Narrativa

« Especialista em nanotecnologia que pode reduzir-se & escala celular

* Miss@es cientificas como investigagdes biolégicas em diferentes tipos
celulares

* Progressdo desde células simples até sistemas de érgdos complexos
+ Desafios baseados em casos reais de pesquisa bicldgica

* Cendrios de solugdo de problemas como resposta a patégenos ou
mutagdes

. Processe Lidico

Je;
de Aprendizade ] (MDA, Interface, exemplos)

+ Exploraggo interativa de A
estruturas celulares

* Manipulagéio de componentes e

+ Descoberta de sistemas celulares interconectados

Objetivos do
© Jogo
+ Completar missdes em
diferentes tipos celulares

+ Desenvolver solug8es para

observagéio de efeitos

+ Visualizagéio 3D de processes
celulares em tempo real

+ Experimentagéio em laboratério
virtual

« Controles de escala e tempo
para observar processos

* Conexdo entre eventos
celulares e manifestagdes
visiveis

* Satisfagdo ao resolver problemas bioldgicos

* Fascinio com vi: do de pr microscépit

+ Senso de agéncia ao manipular componentes celulares
[>]

+ Navegagdo e exploragdio de ambientes celulares

+ Interagdo com compenentes celulares

* Resolugdo de desafios bioldgicos

+ Experimentagdo com diferentes condigdes e estimulos

M

* Simulagdo interativa 3D de ambientes celulares

« Sistema de causa e efeito entre componentes celulares
* Controles de escala e tempo para visualizagdo

* Interface de laboratério virtual para experimentagéo

* Glossdrio cientifico interativo integrado ao gameplay

problemas biclégicos

* Desbloquear ferramentas de
investigagdo avangadas

* Mapear a conexdo entre
sistemas micro e maero

+ Criar um cadernc de campo
cientifico completo

Inspiragdes
 Filme "Viagem Insélita" e outras narrativas de miniaturizagio
- Simulages cientificas e modelos 30 de células

+ Jogos educacionais de ciéncias como Kerbal Space Program

- Microscopia avangada e visualizagées cientificas

- Aplicativos de redlidade aumentada para biologia

+ Pesquisas recentes em biclogia celular e molecular

i Restricdes
+ Equilibrio entre precisdo cientifica e simplificagdes necessdrias

- Requisitos técnicos para simulagdio 3D de alta qualidade

* Necessidade de validagdo cientifica do modelo celular

* Representacdo clara de processos em diferentes escalas temporais
* Alinhamento com curriculo escolar de biologia

« Interface intuitiva para manipulagéic de estruturas complexas

Figura A.7: Endo-GDC do jogo “CellQuest”

A.8 Estudo de Caso 8:

Ensino de Programacao

no Ensino Fundamental

Criancas

tnico input inicial (1 input):

A.8.1 Design de Jogo para Introducao a Programacao para

Este estudo de caso ilustra a aplicagdo do sistema para o design de um jogo intro-

dutério de programacao para criangas de 8-12 anos.
Fase de Brainstorming: Um especialista em educagdo tecnolégica inseriu um
« Jogo para ensinar conceitos basicos de programacao para criancas

O sistema, demonstrando sua capacidade de expansao a partir de inputs mini-

mos, analisou esta ideia e sugeriu um conjunto abrangente de conceitos complemen-
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tares (10 sugestoes):

Programacao visual por blocos sem necessidade de digitacao
Personagem controlavel através de comandos de programacao
Progressao desde comandos simples até loops e condicionais
Ambientacdo em um mundo fantastico com desafios tematicos
Sistema de feedback visual imediato para cada agao

Modo de jogo colaborativo para resolucao de problemas em grupo
Possibilidade de personalizagdo do personagem e ambiente
Integracao de conceitos matematicos basicos

Narrativa que incorpora conceitos computacionais como metaforas

Modo de criacao onde alunos podem criar e compartilhar desafios

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes

reflexivas:

“Como o jogo pode tornar conceitos abstratos de programacao acessiveis para
criangas?”

“De que forma o jogo pode criar uma progressao natural que introduz conceitos
mais complexos sem frustrar os jogadores?”

“Como o jogo pode encorajar pensamento criativo e miltiplas solugdes em vez
de respostas ’corretas’ tinicas?”

“Que mecanismos ajudarao criangas a depurar e compreender erros como parte
natural do processo?”

“Como o jogo pode demonstrar aplicagbes praticas da programagao além do

contexto do jogo?”

As respostas geraram os seguintes insights:

Utilizar metéforas visuais concretas para representar conceitos abstratos
Implementar um sistema de progressao adaptativo com multiplos caminhos de
aprendizado

Criar desafios abertos com multiplas solucoes e sistema de recompensa para
eficiéncia e criatividade

Desenvolver um assistente visual de depuracgao que torna o processo divertido

¢ informativo

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Propos um sistema de programacao visual baseado
em blocos coloridos que representam comandos, com feedback visual imediato
para cada linha de codigo e uma interface de execugao passo-a-passo.

Agente de Narrativa: Desenvolveu uma historia sobre um mundo magico
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onde os habitantes usam 'encantamentos'(c6digo) para resolver problemas e
criar novas possibilidades, com personagens representando diferentes paradig-
mas de programacao.

Agente de Engajamento: Sugeriu um sistema progressivo de desafios con-
textualizados em diferentes ambientes tematicos, com sistema de conquistas

para incentivar exploracao, experimentacao e otimizagao.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Reconhecer comandos basicos de programacao e sua sintaxe visual.
Entender: Explicar como diferentes comandos afetam o comportamento do
personagem e do ambiente.

Aplicar: Utilizar sequéncias de comandos para resolver desafios especificos.
Analisar: Decompor problemas complexos em etapas mais simples e identi-
ficar padroes repetitivos.

Avaliar: Comparar diferentes solugoes para o mesmo problema em termos de
eficiéncia e elegancia.

Criar: Desenvolver programas originais para criar animacoes, histérias inte-

rativas ou jogos simples.

Resultado Final - Endo-GDC do Jogo “CodeQuest”: O Endo-GDC do jogo

“CodeQuest” integra os seguintes elementos principais:

Mecanicas Enddégenas: Sistema de programacao visual onde os blocos de
cddigo sao tanto ferramentas de resolugao de problemas quanto mecanismos
de interacdo com o mundo, com execu¢ao visual que permite compreensao
intuitiva de conceitos computacionais.

Narrativa Integrada: Aventura em um mundo onde a programagao é uma
forma de magia que permite transformar o ambiente, com personagens que
guiam o aprendizado e missoes que contextualizam conceitos computacionais.
Elementos de Engajamento: Sistema de desafios progressivos complemen-
tado por um modo de criacao livre, com mecanismos de compartilhamento e
colaboracao para fomentar uma comunidade de aprendizado.

Avaliagao Incorporada: Feedback visual e interativo que demonstra o fun-
cionamento de cada linha de cddigo, com um assistente de depuracao que

transforma erros em oportunidades de aprendizado.
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Jogo: CodeQuest

‘ ‘ Versdo: 1.0

% Situagdio

+ bificuldade em tornar conceites de programagdo acessiveis para
criangas

+ Natureza abstrata do pensamento computacional

+ Frustragdio inicial comum no aprendizado de programagéo

* Necessidade de abordagens visuais para conceitos complexos

+ Falta de ferramentas que equilibrem aprendizado e diverséo

© Jogador/Aluno

* Criangas de 8-12 anes

 Educadores de tecnologia e programaga
* Pais interessadoes em introduzir programagéo aos filhos

+ Diferentes estilos de aprendizagem e niveis de familiaridade com
tecnologia

+ Criangas com interesse em jogos, histérias e resolugdo de problemas

[ Objetives de Aprendizade

« LEMBRAR comandos bdsicos de programagéo e sua sintaxe visual

+ ENTENDER como diferentes comandos afetam o comportamento do
Jogo

+ APLICAR sequéncias de comandos para resclver desafios especificos
* ANALISAR problemas complexos e decompé-los em etapas mais
simples

|| Narrativa

* Mundo mdgico onde a pregramacéio é uma forma de magia que
transforma o ambiente

* Jogador como aprendiz de mago-programador em formagéo

* Mentores que representam diferentes paradigmas de programagéo

+ Desafios temdticos em diferentes regides do mundo mdgico

* Histdria que contextualiza conceites computacionais come metdforas

+ AVALIAR diferentes solugées para ¢ mesmo problema (eficigncia e
elegancia)
* CRIAR programas originais para animagées, histérias ou jogos simples

. Processe Lidico JTey Objetives do
de Aprendizade ] (MDA, Interface, exemplos) @ Jege
* Programago visual por blocos A * Completar missdes mdgicas

coloridos usando programagéo

* Satisfagdo ao ver cddigo eriande efeitos mdgicos
* Dominar diferentes
"encantamentos" (conceitos de
* Orgulho ao criar programas cada vez mais complexos cédigo)

* Feedback visual imediat
cecback visual imediato para  Descoberta de solugdes criativas para problemas

cada agéio

* Progressdo desde comandos

e e + Senso de controle sobre o ambiente de jogo

* Desbloquear novos ambientes ¢

+ Assistente visual de depuragéo [ ferramentas mdgicas

que torna erros divertidos * Criar projetos originais na

+ Construgllo de sequéncias de comandos
plataforma

* Metéforas visuais para

N * Resolugdo de quebra-cabegas baseades em programagdo
conceitos abstratos

+ Compartilhar criagdes com

* Experimentagdo com diferentes solugdes
P 5 g outros aprendizes

* Mdltiples caminhes de . i p
aprendizado adaptéveis « Criagdo e compartilhamento de conteido

M

+ Sistema de programagéo visual baseado em blocos
* Execugdo visual passo-a-passo do cédige

* Personagem controldvel através de comandos

- Desafios progressivos em diferentes ambientes

* Modo de criagdo livre para experimentacdo

Inspiragdes i Restricdes
+ Ambientes de programagdio visual como Scratch e Blockly + Interface intuitiva adequada para faixa etdria de 8-12 anos
- Jogos educacionais como Lightbot e Human Resource Machine + Equilibrio entre simplificagdo e conceitos reais de programagdo
+ Plataformas de criagéio como Minecraft e Roblox + Necessidade de feedback construtive que néo desestimule
* Narrativas mdgicas de fantasia infantil + Sistema de progress&o que acomode diferentes ritmos de aprendizado
* Metodologias de ensino de pensamento computacional * Ambiente seguro para compartilhamento de criages

- Abordagens pedagdgicas construtivistas - Tradugdo de conceitos abstratos para metdforas compreensiveis

Figura A.8: Endo-GDC do jogo “CodeQuest”

A.9 Estudo de Caso 9: Aprendizado de Lingua

Estrangeira para Viajantes

A.9.1 Design de Jogo para Aprendizado de Idiomas em

Contexto de Viagem

Este estudo de caso demonstra a aplicagao do sistema para o design de um jogo
educacional voltado para adultos que desejam aprender um idioma para fins de

viagem.

Fase de Brainstorming: Uma designer educacional inseriu as seguintes ideias
iniciais (5 inputs):
» Jogo sobre aprendizado de idiomas em contextos de viagem

o Foco em situagoes praticas como restaurantes, transporte e hospedagem
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Progressao baseada em cenarios de complexidade crescente
Componente de reconhecimento e pratica de prontncia

Adaptagao a multiplos idiomas-alvo

O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(4 sugestoes):

Narrativa imersiva onde o jogador ¢ um viajante em missoes culturais
Sistema de personagens nativos com personalidades distintas e sotaques dife-
rentes

Elementos de gamificacao baseados em "conquistas de viagem"

Componente de realidade aumentada para pratica em ambientes reais

Fase de Método Socratico: O Agente Socratico aplicou questoes reflexivas di-

recionadas ao contexto:

“Como o jogo pode equilibrar vocabulario pratico imediato com estruturas
gramaticais necessarias para comunicacao efetiva?”

“De que forma o sistema pode adaptar-se a diferentes ritmos de aprendizado
e estilos de comunicacao?”

“Como serd abordada a diversidade cultural além do idioma em si?”

“Quais estratégias serao utilizadas para incentivar pratica regular e retencao

a longo prazo?”

As respostas geraram os seguintes insights:

Implementar um sistema de "construcao de frases'que introduz gramatica de
forma contextual e pratica

Utilizar um modelo adaptativo que ajusta a dificuldade com base no desem-
penho em diferentes habilidades linguisticas

Incorporar elementos culturais como parte integrante das missoes e interacoes
Desenvolver um sistema de revisao espagada gamificado através de "flashbacks

de viagem'

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Propos um sistema de didlogos ramificados com
multiplas opgoes de resposta e consequéncias, combinado com um modo de
simulacao de conversacao livre utilizando processamento de linguagem natural.
Agente de Narrativa: Desenvolveu uma estrutura de "roteiro de viagem"per-
sonalizado onde o jogador embarca em uma jornada cultural com objetivos
especificos, conhecendo personagens locais e descobrindo locais embleméaticos.
Agente de Engajamento: Sugeriu um sistema de "passaporte virtual'que

registra progresso, conquistas e memorias, complementado por desafios didrios
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contextualizados e um componente social para pratica com outros jogadores.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Reconhecer vocabulario essencial e expressdes comuns em contex-
tos de viagem.

Entender: Interpretar didlogos auténticos em situagoes tipicas de viagem.
Aplicar: Utilizar estruturas linguisticas aprendidas para comunicar necessi-
dades e desejos em novos contextos.

Analisar: Distinguir nuances culturais e pragmaticas na comunicacao além
do significado literal.

Avaliar: Autoavaliar a propria comunicacao e adaptar estratégias com base
no feedback.

Criar: Produzir didlogos originais adequados para diversos contextos culturais

e situacionais.

Resultado Final - Endo-GDC do Jogo “Linguatrip”: O Endo-GDC do jogo

“Linguatrip” integra os seguintes elementos principais:

Mecéanicas Endégenas: Sistema de simulacao de conversacao onde o idioma
¢ simultaneamente o objeto de aprendizado e o mecanismo de interacao com
o mundo, com consequéncias narrativas baseadas na eficidcia comunicativa.
Narrativa Integrada: Jornada de viagem personalizada com missoes cultu-
rais que contextualizam o uso do idioma em situagoes auténticas, proporcio-
nando motivagao intrinseca para o aprendizado.

Elementos de Engajamento: Sistema de descoberta cultural e "colecao de
memdrias'que recompensa tanto a proficiéncia linguistica quanto a exploracao
cultural, com componentes de revisao espacada integrados a narrativa.
Avaliacao Incorporada: Feedback contextual através de reagoes dos per-
sonagens e sucessos/desafios nas missdes, complementado por um sistema de

autoavaliagdo reflexiva e andalise de pronuncia.

A.10 Estudo de Caso 10: Ensino de Fisica no En-

sino Médio

A.10.1 Design de Jogo para Ensino de Fisica Newtoniana

Este estudo de caso demonstra a aplicagao do sistema para o design de um jogo

educacional sobre mecanica newtoniana para estudantes do Ensino Médio.
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Jogo: Linguatrip

‘ ‘ Versdo: 1.0

% Situagdo

+ bificuldade em aplicar conhecimentos de idiomas em situagdes reais

+ Foco excessivo em vocabuldrio ¢ gramdtica sem contexto de uso

* Lacuna entre aprendizado tedrico e necessidades prdticas de viagem

+ Falta de exposicdo a variages culturais e regionais do idioma

© Jogador/Aluno

* Adultos que planejam viagens internacionais

 Viajantes frequentes que p de habilidades f;

+ Pessoas com diferentes niveis de proficiéncia prévia

 Interessados em aspectos culturais além do idioma

* N idade de prdtica cont da para retengdo de longo prazo * Aprendizes com tempo limitado e objetivos préticos especificos
[ Objetives de Aprendizade | Narrativa
+ LEMBRAR buldrie pressdes comuns em contextos de * Viajante em missdes culturais em paises onde o idiema-alve é falade

viagem

novos contextos

+ ENTENDER didlogos auténticos em situagdes tipicas de viagem

* APLICAR estruturas linguisticas para comunicar necessidades em

* Roteire de viagem personalizado com objetivos especificos
lidades distintas &

* Per gens locais com per ques diferentes
bl

* Descoberta de locais dticos e aspectos eulturais auténticos

* Desafios comunicatives baseados em situagdes reais de viagem

* ANALISAR nuances culturais e prngméticas na comunicagdo

* AVALIAR a prépria comunicagde e adaptar estratégias com base no
feedback

* CRIAR didloges originais adequados para diversos contextes culturais

Proceseo Lidico

de Aprendizade
 Didlogos contextualizados em
situagdes auténticas
+ Sistema de "construgdo de
frases" eom gramética
contextualizada
* Feedback através de reagdes
dos personagens locais
* Revisdo espagada gamificada
via "flashbacks de viagem"
* Imersdo cultural integrada ao
aprendizado linguistico
« Prética de compreenséo
auditiva com sotaques variados

Inspiragdes

+ Aplicativos de idiemas como Buolingo e Babbel

+ Guias de viagem interativos e experiéncias de realidade aumentada
- Simuladores de conversagdo por TA

+ Jogos de RPG com didlogos ramificados

- Métodos de imerséo linguistica em contexto

* Aplicag3es de reviséio espagada para retengéio

Figura A.O:

Fase de Brainstorming: Um professor de fisica inseriu as seguintes ideias iniciais

(4 inputs):

o Jogo de simulacao fisica com visualizagao de forcas

O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares

(6 sugestoes):

« Ambiente de construcao de maquinas e dispositivos

Jege
] (MDA, Interface, exemplos)
A
+ Satisfagdio ao ser compreendido em contextos auténticos
* Descoberta de conex8es eulturais através do idioma
+ Senso de realizagéio ao superar desafios comunicativos

+ Curiosidade sobre locais e tradigées representadas

[>]

* Conversagdes com personagens locais

+ Resolugdo de problemas préticos através da comunicagéio
- Exploragéio de ambientes culturalmente auténticos

+ Coleta de memdrias e conquistas de viagem

M

- Sistema de didlogos ramificados com milltiplas opgdes

*R k to de fala e avali

do de prontincia
* Passaporte virtual que registra progresso e conquistas

° P de realidade

tada para prética em ambientes reais

* Sistema adaptativo que ajusta dificuldade conforme desempenho

Objetives do

Joge
+ Completar missdes culturais
em diferentes regides
+ Desenvolver relacionamentos
com personagens locais
* Colecionar conquistas de
comunicaglo em situagdes
diversas
* Desbloquear destinos e
experiéncias culturais avangadas
* Construir um passaporte
virtual completo de memérias

i Restrigdes

necessdrias

idiomas

+ Equilibrio entre vocabuldrio prético ¢ estruturas gramaticais

- Precisdo cultural e representagdo respeitosa de diferentes culturas

+ Limitag8es tecnolégicas no reconhecimento de fala em miltiplos

+ Adaptabilidade a diferentes niveis de proficiancia prévia

- Necessidade de atualizagdes para refletir cas culturais
linguisticas
s i de ido para miltiplos idi I

Desafios baseados em problemas do mundo real

Endo-GDC do jogo “Linguatrip”

Sistema que permite experimentacao e teste de hipoteses

Progressao desde mecéanica béasica até movimento complexo

o Narrativa centrada em missoes de engenharia espacial

» Representacao visual de vetores e trajetorias em tempo real

e Sistema de previsao que permite aos estudantes prever resultados antes da

simulacao
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Modo de desafio onde estudantes projetam sistemas com restri¢des especificas

Componente histérico que conecta descobertas cientificas a seus contextos

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes

reflexivas:

“Como o jogo pode evidenciar relagbes matematicas sem intimidar estudantes
com menos aptidao numérica?”

“De que forma as simplificagdes necessarias para a jogabilidade serdo comuni-
cadas claramente?”

“Como o jogo pode incentivar pensamento fisico intuitivo além da aplicagao
de féormulas?”

“Quais estratégias serao usadas para conectar fend6menos microscépicos a ob-
servagoes macroscopicas?”

“Como o jogo abordara concepgoes prévias incorretas comuns em fisica?”

As respostas geraram os seguintes insights:

Implementar visualizagoes dinamicas que demonstram relagoes matematicas
graficamente, com opgoes para explorar formulas para estudantes interessados
Criar um sistema de "niveis de realismo"que introduz gradualmente complexi-
dades como atrito e resisténcia do ar

Desenvolver cenarios que deliberadamente confrontam concepgoes incorretas
comuns, exigindo revisao de hipdteses

Utilizar narrativa para contextualizar problemas fisicos em situacoes significa-

tivas

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Propos um sistema de construcgao fisica baseado
em componentes modulares com propriedades realistas, complementado por
ferramentas de analise e visualizagao que revelam forgas, energias e trajetorias.
Agente de Narrativa: Desenvolveu uma histéria ambientada em uma agén-
cia espacial do futuro, onde o jogador deve projetar e testar tecnologias para
missoes planetarias, resolvendo problemas fisicos com consequéncias narrati-
vas.

Agente de Engajamento: Sugeriu um sistema progressivo de desafios com
multiplas solugoes possiveis, competicoes periddicas de design, e um compo-
nente de compartilhamento onde estudantes podem testar criacoes uns dos

outros.
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Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Reconhecer as leis de Newton e conceitos fundamentais da meca-
nica.

Entender: Explicar relagoes entre forcas, massa, aceleracao e movimento em
diferentes contextos.

Aplicar: Utilizar principios fisicos para resolver problemas praticos de enge-
nharia e design.

Analisar: Decompor sistemas complexos em componentes e forcas constitu-
tivas.

Avaliar: Julgar a eficiéncia e viabilidade de diferentes solugdes para problemas
fisicos.

Criar: Desenvolver dispositivos e mecanismos originais que aplicam principios

fisicos para resolver desafios especificos.

Resultado Final - Endo-GDC do Jogo “PhysicsLab”: O Endo-GDC do jogo

“PhysicsLab” integra os seguintes elementos principais:

Mecéanicas Endégenas: Sistema de simulagao fisica precisa onde as leis fi-
sicas sao tanto o objeto de estudo quanto os mecanismos de interacao, permi-
tindo experimentagao, previsao e verificacdo em um ciclo cientifico interativo.
Narrativa Integrada: Campanha de exploracao espacial que contextualiza
desafios fisicos em missoes com propdsito e consequéncias, conectando concei-
tos abstratos a aplicagoes concretas.

Elementos de Engajamento: Sistema de design e construcgao livre combi-
nado com desafios estruturados, permitindo tanto expressao criativa quanto
aplicacao direcionada de conhecimentos fisicos.

Avaliagao Incorporada: Feedback visual e quantitativo automatico baseado
no comportamento dos sistemas fisicos criados, complementado por analises

de eficiéncia e comparacao com solugoes ideais.

A.11 Estudo de Caso 11: Educacao Financeira

para Jovens Adultos

A.11.1 Design de Jogo para Desenvolvimento de Literacia

Financeira

Este estudo de caso ilustra a aplicagao do sistema para o design de um jogo educa-

cional voltado para o ensino de conceitos financeiros para jovens adultos.
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Fase de Brainstorming: Um especialista em educacgao financeira inseriu apenas

Joge: PhysicsLab

Versdo: 1.0

% Situagdio

« Dificuldade em visualizar forgas e fenémenos fisicos abstratos
 Intimidagéo causada pelo aspecto matemético da fisiea

* Desconexdo entre férmulas e aplicagdes prdticas

+ Concepg8es prévias incorretas comuns em fisica

+ Limitag8es de laboratérios fisicos para experimentagdo livre

© Jogador/Aluno

+ Estudantes do ensino médio

* Professores de fisica buscando recursos didédticos

* Entusiastas de ciéncias e engenharia

+ Diferentes perfis de aprendizagem: visuais, matemdticos,
experimentais

+ Interesse em aplicagdes préticas e desafios de engenharia

[ Objetives de Aprendizade

+ LEMBRAR as leis de Newton e conceitos fundamentais da meednica
* ENTENDER relagées entre forgas, massa, aceleragéo e movimento
* APLICAR principios fisicos para resolver problemas prdticos

+ ANALISAR sistemas complexos em componentes e forgas
constitutivas

+ AVALIAR a eficiéncia e viabilidade de diferentes solugées para
problemas fisicos

* CRIAR dispesitives e mecanismos que aplicam principios fisicos

Precesso Lidico TJoge

" de Aprendizade ] (MDA, Interface, exemplos)
+ Visualizagées dindmicas de a
forgas e trajetérias
+ Experimentagfio em ambiente
de simulagdo fisica

+ Sistema de previséo e B

|| Narrativa

* Agéncia espacial do futuro com missdes de exploragdo planetdria
+ Jogador como engenheiro projetande tecnologias para missées
espaciais

+ Desafios baseados em problemas reais de fisica e engenharia

« Progressdo desde principios bdsicos até sistemas complexos

+ Conex&o entre descobertas cientificas histéricas e aplicagdes futuras

* Satisfagdo ao criar mdquinas funcionais
* Curicsidade sobre resultados de experimentos fisicos

+ Desafio em ofimizar sistemas para eficiéncia méxima

Objetives do

Jege
+ Completar missdes de
exploragéio espacial
+ Projetar dispositivos
cficientes para desafios
especificos

verificagdo de resultades * Orgulho em resolver p

* Niveis progressives de D
realismo fisico

+ Cendrios que confrontam
concepgdes incorretas

* Narrativa contextualizada em
problemas significatives

M

Inspiragdes
+ Jogos de simulagéio fisica como Kerbal Space Program

+ Laboratdrios virtuais de fisica

+ Simuladores de engenharia profissionais

 Histdria da exploragdo espacial e descobertas cientificas
+ Softwares de visualizago cientifica

- Métodos de aprendizagem baseada em problemas

+ Construgdo de dispositivos e mecanismos
+ Experimentagéo com diferentes configurages
+ Resolugdio de desafios de engenharia espacial

- Andlise de sistemas fisicos ¢ seus componentes

* Sistema de simulag&o fisica precisa

* Ferramentas de construgéic modular com propriedades realistas
* Visualizagdo de vetores, forgas e trajetdrias em tempo real

* Interface de andlise e medigdo de varidveis fisicas

* Sistema de niveis de realismo ajustdveis

1 v R
P de eng * Descobrir principios fisicos
através da experimentagéo

+ Otimizar designs para maior
eficiéncia e desempenho

* Desbloguear tecnelogias
avangadas para novas missées

i Restrigdes

 Equilibrio entre precisio fisica ¢ jogabilidade acessivel
b

* Recur p ionais para fisica em tempo real

+ Comunicagdo clara de conceitos matemdticos sem intimidagdo
* Alinhamento com curriculo escolar de fisica
* Interface intuitiva para construgéio e experimentagdo

+ Progressdio que acomode diferentes niveis de conhecimento prévio

Figura A.10: Endo-GDC do jogo “PhysicsLab”

um unico input inicial (1 input):

o Jogo de simulagao financeira para jovens adultos iniciando vida independente

O sistema, demonstrando sua capacidade de expansao a partir de inputs mini-

mos, gerou as seguintes sugestoes (12 sugestoes):

Simulagdo de vida com ciclos mensais de receitas e despesas
Sistema de gestao orcamentaria com categorias personalizaveis
Mecanicas de investimento com diferentes perfis de risco e retorno
Eventos aleatérios que simulam emergéncias financeiras
Representacdao de impactos de longo prazo de decisoes financeiras
Sistema de crédito e empréstimo com taxas de juros realistas
Simulacao de mercado de trabalho com opc¢oes de carreira e educacao
Cenérios de decisao sobre moradia (alugar vs. comprar)

Mecanicas de economia colaborativa e decisdes de consumo
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» Sistema de metas financeiras de curto, médio e longo prazo
o Representacao de impostos e obrigagoes fiscais

o Tutorial integrado com conceitos financeiros bésicos

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes
reflexivas:

e “Como o jogo pode tornar visiveis conceitos financeiros abstratos como juros
compostos ou inflacao?”

e “De que forma o jogo equilibrara realismo financeiro com uma experiéncia
acessivel e motivadora?”

o “Como serao representadas as desigualdades financeiras estruturais sem refor-
car esteredtipos?”

e “Qual abordagem sera utilizada para incentivar comportamentos financeiros
sauddaveis sem ser prescritivo?”

e “Como o jogo pode facilitar a transferéncia de conhecimentos para situagoes
financeiras reais?”

As respostas geraram os seguintes insights:

o Utilizar visualizagoes dindmicas e projecoes futuras para conceitos abstratos
como juros compostos

o Implementar diferentes niveis de dificuldade e pontos de partida que refletem
diversas realidades financeiras

e Focar em principios e habilidades transferiveis em vez de produtos financeiros
especificos

o Criar um sistema de reflexao que incentiva os jogadores a analisar suas préprias

decisOes financeiras

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuiram com sugestoes especificas:

o Agente de Mecanicas: Propos um sistema de simulagdo financeira em
tempo acelerado onde cada decisao tem consequéncias de curto e longo prazo,
com visualizagoes dindmicas de fluxo de caixa e patrimonio liquido.

o Agente de Narrativa: Desenvolveu uma estrutura narrativa personalizada
onde o jogador define objetivos de vida (carreira, familia, moradia) que con-
textualizam as decisdes financeiras em um horizonte de varios anos.

« Agente de Engajamento: Sugeriu um sistema de conquistas alinhado com
marcos financeiros saudaveis, complementado por desafios situacionais e um

componente social onde jogadores podem compartilhar estratégias.
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Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar conceitos financeiros basicos como juros, investimentos
e tipos de despesas.

Entender: Explicar como diferentes decisoes financeiras afetam o fluxo de
caixa e patrimonio ao longo do tempo.

Aplicar: Utilizar ferramentas de planejamento financeiro para estabelecer e
seguir um orgamento.

Analisar: Avaliar diferentes opgoes de investimento, crédito e consumo con-
siderando riscos e beneficios.

Avaliar: Julgar a adequagao de produtos financeiros a objetivos pessoais es-
pecificos.

Criar: Desenvolver estratégias financeiras personalizadas alinhadas com va-

lores e metas de vida.

Resultado Final - Endo-GDC do Jogo “FinLife”: O Endo-GDC do jogo

“FinLife” integra os seguintes elementos principais:

Mecéanicas Endoégenas: Sistema de simulagdo financeira onde conceitos
como orcamento, investimento e gestao de crédito sao incorporados como me-
canicas centrais de jogo, com feedback visual e numérico que torna tangiveis
conceitos financeiros abstratos.

Narrativa Integrada: Jornada de vida personalizada onde decisoes finan-
ceiras sao contextualizadas em objetivos pessoais e valores, com eventos nar-
rativos que respondem dinamicamente as escolhas financeiras do jogador.
Elementos de Engajamento: Sistema de conquistas e desafios que recom-
pensa tanto comportamentos financeiros saudaveis quanto a exploracao de
diferentes estratégias, com um componente de "vida alternativa'que permite
experimentar caminhos nao escolhidos.

Avaliacao Incorporada: Feedback multidimensional que vai além de mé-
tricas puramente financeiras para incluir bem-estar, seguranca e alinhamento

com valores, complementado por ferramentas de reflexdo e planejamento.
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Joge: FinLife ‘ ‘ Versdo: 1.0

% Situagio % Jogadon/Aluno
+ bificuldade de jovens adultos em compreender conceitos financeiros + Jovens adultos (18-30 anos) em transicéo para vida independente
abstratos + Estudantes universitdrios e recém-formados

+ Falta de preparaggo para gestdo financeira ao iniciar vida + Pessoas iniciando carreira profissional

independente

+ Diferentes niveis de conhecimento financeiro prévio

+ Desafio em visualizar impactos de longo prazo das decistes - 2 — - 5
; i + Diversos contextos sacioecondmicos e objetivos pessoais

financeiras

* Ansiedade e inseguranca relacicnadas a finangas pessoais

* Necessidade de ferramentas para desenvolver literacia financeira
contextualizada

[y Objetives de Aprendizade || Narrativa
+ LEMBRAR conceitos financeiros bdsicos como juros, investimentos e + Jornada de vida personalizada baseada em objetivos pessoais
tipos de despesas definidos pelo jogador
- ENTENDER como decisdes financeiras afetam fluxo de caixa e * Ciclos mensais e anuais de receitas, despesas e eventos financeiros
patriménio * Decisées de carreira, moradia e estilo de vida com consequéncias
+ APLICAR ferramentas de planejamento financeiro para estabelecer e financeiras
seguir orgamentos + Eventos aleatérios que simulam emergéncias e oportunidades
* ANALISAR diferentes opcdes de investimento. crédito e consumo financeiras
+ AVALIAR a adequago de produtos financeiros a objetivos pessoais + Evolugdo ao longo de vérios anos com visualizagdo do impacto de
* CRIAR estratégias financeiras personalizadas alinhadas com valores e decisdes passadas
metas
Processo Lidico Jege Objetives do

" de Aprendizade A (MDA, Interface, exemplos) @ Jege

* Gestdo orgamentdria com A * Atingir metas financeiras

feedback visual e numérico pessoais definidas pelo jogader

* Satisfagdo ao alcangar metas financeiras definidas
* Simulagdo de investimentos

com diferentes perfis de risco

e & * Construir patriménio e
* Descoberta de relagdes entre decisges e resultados financeiros P N

seguranga financeira
S P * Tens&o entre desejos imediatos e objetivos de longo prazo o
* Visualizagbes dindmicas de * Manter equilibrio entre

juros compostos e fluxo de caixa | Sensagdo de controle sobre o préprio futuro financeiro qualidade de vida e sadde

* Cendrios de decisdo financeira [y financeira
com mdtiplas opgdes + Planejamento orgamentdrio categorizando receitas ¢ despesas Superar desafios financeiros ¢
* Experiéncias em tempo T 5 P : Bt

P P * Tomada de decisdes financeiras com diferentes horizentes o
acelerado para ver ) * Desenvolver hdbitos

B £ i d " .

consequéncias s a eventas f s financeiros alinhades a valores
« Reflexio sobre valores + Experimentagdo com estratégias de investimento e poupanga pessoais

pessoais & prioridades M

financeiras

+ Sistema de simulagdo financeira em tempo acelerado

= Meca ta

de gestdo or ia com categorias per
+ Visualizagdes dindmicas de patrimanio e fluxo de caixa
- Sistema de crédito e empréstimo com juros realistas

- Eventos aleatdrios que simulam emergéncias financeiras

Inepiragdes i Restrigbes
» Jogos de simulagdo de vida come The Sims e Life Simulation + Equilibrio entre realismo financeiro e experiéncia motivadora
+ Aplicativos de gestdo financeira como YNAB e Mint + Representagfio ética de produtos finaneeircs sem promover marcas
+ Cursos de educagdo financeira e planejamenta de vida especificas
+ Conceitos de "Financial Independence, Retire Early" (FIRE) + Adaptagdo a diferentes contextos bmicos e culturais
+ Abordagens psicolégicas sobre comportamento financeiro e iz para refletir mudangas
econdmicas

+ Ferramentas de visualizag&o de dados financeiros
+ Interface acessivel para ndo-especialistas em finangas

+ Respeito a diferentes valores e objetivos pesscais

Figura A.11: Endo-GDC do jogo “FinLife”

A.12 Estudo de Caso 12: Ensino de Geografia e

Estudos Culturais

A.12.1 Design de Jogo para Exploracao Geografica e Cul-

tural

Este estudo de caso demonstra a aplicagao do sistema para o design de um jogo

educacional sobre geografia mundial e diversidade cultural.

Fase de Brainstorming: Uma professora de geografia e estudos sociais inseriu

as seguintes ideias iniciais (3 inputs):
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o Jogo de exploracao geografica com mapa mundial interativo

e Foco em diversidade cultural e sistemas sociais

o Perspectiva de sustentabilidade e interconexao global

O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares
(5 sugestoes):

» Personagens guias locais representando diferentes regices e culturas

» Sistema de missoes baseadas em desafios globais contemporéaneos

e Mecanica de curadoria de artefatos culturais e conhecimentos tradicionais

o Representacao de ecossistemas e adaptacoes humanas a diferentes biomas

« Visualizacao de dados geograficos, demograficos e econdomicos em camadas

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes
reflexivas:

« “Como o jogo pode representar culturas de forma auténtica e respeitosa, evi-
tando esteredtipos?”

e “De que forma sera equilibrada a representacao de questdes contemporaneas
sensiveis sem simplificacdo excessiva?”

e “Como o jogo pode promover empatia cultural sem ’exotizar’ comunidades
diferentes?”

e “Qual abordagem sera utilizada para integrar perspectivas indigenas e conhe-
cimentos tradicionais?”

o “Como serao representadas continuidades historicas e processos de mudanca
cultural?”

As respostas geraram os seguintes insights:

e Colaborar com consultores culturais de diversas regides para garantir repre-
sentagoes auténticas

o Implementar miltiplas perspectivas sobre questoes complexas, evitando visoes
monoliticas

e Focar em experiéncias humanas universais e valores compartilhados, desta-
cando diversidade de expressoes

e Incorporar narrativas em primeira pessoa e histérias orais de membros das

préprias comunidades

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuiram com sugestoes especificas:
o Agente de Mecanicas: Propds um sistema de exploracao geografica com
mapa multicamadas que revela informagoes fisicas, ecoldgicas, culturais e
econdmicas, complementado por um atlas interativo que se expande com des-

cobertas.
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Agente de Narrativa: Desenvolveu uma estrutura narrativa nao-linear cen-
trada em "encontros culturais'conduzidos por personagens locais, com historias
pessoais que humanizam questoes globais e revelam conexoes interculturais.

Agente de Engajamento: Sugeriu um sistema de missoes baseadas em Ob-
jetivos de Desenvolvimento Sustentavel da ONU, complementado por desafios
de compreensao cultural e um componente de "embaixador cultural"onde jo-

gadores compartilham aprendizados.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar caracteristicas geograficas, paises, culturas e tradi¢oes
de diversas regioes do mundo.

Entender: Explicar como fatores geograficos influenciam o desenvolvimento
cultural e sistemas sociais.

Aplicar: Relacionar conhecimentos geograficos e culturais para analisar ques-
toes contemporaneas globais.

Analisar: Comparar diferentes perspectivas culturais sobre questoes comuns
e examinar interconexoes globais.

Avaliar: Considerar criticamente narrativas sobre diferentes culturas e re-
gioes, reconhecendo vieses e complexidades.

Criar: Desenvolver propostas para desafios globais que respeitem diversidade

cultural e conhecimentos locais.

Resultado Final - Endo-GDC do Jogo “GeoVentures”: O Endo-GDC do

jogo

“GeoVentures” integra os seguintes elementos principais:

Mecanicas Endégenas: Sistema de exploragao geografica e cultural onde o
conhecimento sobre lugares e pessoas se traduz diretamente em capacidade de
interacao e conexao, com descobertas que expandem possibilidades de nave-
gacao no mundo do jogo.

Narrativa Integrada: Encontros culturais conduzidos por personagens lo-
cais que compartilham histérias pessoais, tradi¢oes e perspectivas, contextua-
lizando questoes geograficas e sociais em experiéncias humanas auténticas.
Elementos de Engajamento: Sistema de missoes baseadas em desafios glo-
bais reais que incentivam pesquisa, compreensao cultural e pensamento critico,
com um componente de compartilhamento e colaboracao entre jogadores.
Avaliagao Incorporada: Feedback multidimensional através de um "diario
de viagem'que registra descobertas, reflexoes e conexdes estabelecidas, comple-
mentado por um sistema de "compreensao cultural'que evolui com interagoes

respeitosas.
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Jogo: GeoVentures

‘ ‘ Versdo: 1.0

% Situagdio
* Desconhecimento sobre diversidade cultural e geogréfica mundial
 VisBes estereotipadas ou superficiais sobre diferentes eulturas

+ bificuldade em compreender interconexdes geogrdficas e culturais
globais

* Falta de ferramentas educacionais que equilibrem informagéo e
engajamento

+ Necessidade de promover empatia cultural e conscigneia global

% Jogador/Aluno

+ Estudantes de ensine médio e universitdrios

+ Educadores de geografia e estudos sociais

* Interessados em viagens e culturas internacionais
+ Pessoas buscando expandir perspectivas culturais

+ Diversos niveis de familiaridade com geografia mundial

[ Objetives de Aprendizade

+ LEMBRAR caracteristicas geogrdficas, paises, eulturas e tradicdes de
diversas regides

* ENTENDER como fatores geogrdficos influenciam o desenvolvimento
cultural

* APLICAR conhecimentos para analisar questdes contempordneas
globais

* ANALISAR diferentes perspectivas culturais e interconexdes globais
* AVALIAR criticamente narrativas sobre diferentes culturas e regides

* CRIAR propostas para desafios globais que respeitem diversidade
cultural

Narrativa
« Encontros culturais conduzidos por personagens locais que
compartilham histdrias
* Exploragéio geogrdfica através de regides do mundo com
caracteristicas distintas
* Misses baseadas em desafios globais contempordneos reais
* Descobertas que revelam conexdes histéricas e culturais entre
regides

* Narrativas pessoais que humanizam questdes geogréficas e culturais

Joge

. Processe Lidico
] (MDA, Interface, exemplos)

de Aprendizade

+ Exploragéio de mapa A
multicamadas com informagges
geogréficas

* Interagdo com personagens
locais e suas perspectivas
culturais

* Curadoria de artefatos b
culturais e conhecimentos
tradicionais

* Resolugdo de desafios
baseades em questdes globais
reais

* Reflexdo sobre experiéncias m
culturais e geogréficas

* Compartilhamento de
descobertas como "embaixador
cultural"

Inspiragdes
+ Joges de exploragdo como National Geographic Explorer
+ Documentdrios interativos sobre culturas mundiais

+ Aplicativos de mapas e informagdes geogréficas

+ Descoberta de conexées culturais inesperadas
* Admiragéo pela diversidade e riqueza cultural mundial
+ Empatia através de histérias pessoais em diferentes contextos

* Curiesidade sobre lugares e tradigdes pouco conhecidos

+ Navegagdo em mapa mundial interativo multicamadas
+ Conversa com personagens locais para aprender perspectivas
+ Coleta e organizaggio de artefatos culturais

* Miss8es baseadas em Objetivos de Desenvolvimento Sustentdvel

- Sistema de exploragéo geogrdfica com camadas de informagdo
+ Atlas inferativo que se expande com descobertas

 Didlogos néo-lineares com personagens culturalmente diversos
- Sistema de missées baseadas em desafios globais reais

« "Didrio de viagem" que registra reflexdes e conexdes

Objetives do

Jego
+ Explorar diversas regiges do
mundo ¢ suas caracteristicas
* Conhecer personagens e suas
perspectivas culturais
+ Completar missdes baseadas
em desafios globais
+ Desenvolver compreenséo
cultural e perspectiva global
* Criar e compartilhar propostas
para questdes mundiais

I Restrigdes
+ Representagdo cultural auténtica e respeitosa, evitando esterestipos
* Necessidade de consultores culturais de diversas regides

+ Equilibrio entre acessibilidade e profundidade de conteddo

+ Projetos educacionais baseades nos Objetivos de D imento
Sustentavel

+ Literatura de viagem e obras de antropologia cultural

* Métodos de educagdio intercultural e estudos globais

« Apr 8o de questBes sensiveis de forma equilibrada
+ Atudlizagdo constante para refletir mudangas globais
+ Adaptaglo a diferentes contextos ed e culturais

Figura A.12: Endo-GDC do jogo “GeoVentures”

A.13 Estudo de Caso 13: Educacao Ambiental

para Ensino Fundamental 11

A.13.1 Design de Jogo para Conscientizacao Ambiental e

Sustentabilidade

Este estudo de caso ilustra a aplicacao do sistema para o design de um jogo edu-

cacional sobre ecologia e sustentabilidade para estudantes do Ensino Fundamental

I1.

Fase de Brainstorming: Uma professora de ciéncias inseriu as seguintes ideias

iniciais (6 inputs):
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o Jogo de gestao de ecossistema com simulacao de cadeia alimentar

o Representagao de impactos ambientais de atividades humanas

e Mecanicas de tomada de decisao com consequéncias visiveis

o Perspectiva de longo prazo para demonstrar mudancas graduais

o Abordagem baseada em solugoes, ndo apenas problemas

o Contexto local que conecta com questoes globais

O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares
(3 sugestoes):

o Personagens mentores representando diferentes perspectivas ambientais

» Sistema de "diarios de campo'que registram observagoes e descobertas

o Componente de acao comunitaria que conecta o jogo a projetos reais

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes
reflexivas:

e “Como o jogo pode representar complexidades ecologicas de forma acessivel
sem simplificacao excessiva?”

e “De que forma serdao equilibradas mensagens sobre urgéncia ambiental e em-
poderamento para agao?”

o “Como o jogo evitara politica partidaria enquanto aborda questoes ambientais
frequentemente politizadas?”

o “Qual abordagem sera utilizada para conectar comportamentos individuais a
impactos sistémicos?”

e “Como o jogo promovera pensamento critico sobre solugoes, reconhecendo que
ha compromissos em qualquer intervengao?”

As respostas geraram os seguintes insights:

o Implementar niveis de complexidade que podem ser ativados progressivamente,
mantendo sistemas centrais visiveis em todos os niveis

o Equilibrar representagoes de desafios ambientais com oportunidades concretas
para acao e experimentacao de solugoes

o Focar em evidéncias cientificas e apresentar multiplas perspectivas sobre ques-
toes complexas

riar visualizaco ue con m acoes individuais a im iv ravé
o Criar visualizagoes que conectam agoes individuais a actos coletivos através

de "efeito borboleta'ecoldgico

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados
contribuiram com sugestoes especificas:

o Agente de Mecanicas: Propds um sistema de simulagdo ecossistémica ba-

seado em relac¢oes interconectadas entre espécies, habitat e recursos, com indi-

cadores visuais de saide ambiental e feedback em multiplas escalas temporais.
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Agente de Narrativa: Desenvolveu uma estrutura narrativa em que os jo-
gadores assumem o papel de "guardides ecoldgicos'responsaveis por uma area
natural ao longo de geragoes, enfrentando desafios ambientais e buscando equi-
librio entre necessidades humanas e ecolégicas.

Agente de Engajamento: Sugeriu um sistema de missoes baseado em de-
safios ecolégicos reais, complementado por um "laboratoério de solugoes'para
experimentagao e um componente comunitario que conecta agoes no jogo a

iniciativas locais.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar componentes-chave de ecossistemas e seus papéis na
manutenc¢ao do equilibrio ambiental.

Entender: Explicar como diferentes elementos de um ecossistema interagem
e como atividades humanas impactam estes sistemas.

Aplicar: Implementar estratégias de gestao ambiental para resolver proble-
mas ecologicos especificos.

Analisar: Examinar relagoes de causa e efeito em sistemas ecologicos e prever
consequéncias de intervencoes.

Avaliar: Avaliar diferentes abordagens para questoes ambientais com base em
critérios de sustentabilidade, viabilidade e impacto.

Criar: Desenvolver solugoes inovadoras para desafios ambientais que conside-

rem necessidades ecoldgicas e humanas.

Resultado Final - Endo-GDC do Jogo “EcoGuardices”: O Endo-GDC do

jogo

“EcoGuardioes” integra os seguintes elementos principais:

Mecanicas Endégenas: Sistema de simulagao ecolégica onde principios de
interdependéncia, ciclos naturais e resiliéncia sdo incorporados como mecanicas
centrais, com intervencoes que produzem efeitos visiveis em diferentes escalas
espaciais e temporais.

Narrativa Integrada: Jornada de geracoes de guardioes ecoldgicos que en-
frentam desafios ambientais em evolugao, contextualizando conceitos cientifi-
cos em histérias pessoais e comunitarias com significado emocional.
Elementos de Engajamento: Sistema de missoes baseadas em problemas
ecologicos reais, complementado por um laboratoério de experimentacao e um
componente de acao comunitaria que conecta aprendizado virtual com inicia-
tivas locais concretas.

Avaliacao Incorporada: Feedback visual através de indicadores de satude

ecossistémica e bem-estar comunitario, complementado por um "diario de
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Jogo: EcoBuardises

‘ ‘ Versdo: 1.0

% Situagdo

+ bificuldade em compreender complexidades ecolégicas e suas
interconexdes

divids

* Di: i entre agdes i
sistémicos

is e impactos

+ Desafio em visualizar mudangas ambientais de longe praze
* Foco frequente em problemas ambientais sem abordagem de solugdes

+ Necessidade de engajamento ative em questdes de sustentabilidade

% Jogadon/Aluno
» Estudantes do Ensine Fundamental IT (11-14 anes)

+ Professores de ciéncias ¢ educagdo ambiental

+ Familias interessadas em sustentabilidade

+ Grupos comunitdrios e projetos ambientais escolares

+ bi niveis de conheciments ecoldgico prévio

[ Objetives de Aprendizade

+ LEMBRAR componentes-chave de ecossistemas e seus papéis
* ENTENDER como elementos de um ecossistema interagem e sdo
impactados

* APLICAR estratégias de gestdo ambiental para resolver problemas
ecoldgicos

* ANALISAR relagdes de causa e efeito em sistemas ecoldgicos
* AVALIAR diferentes abordagens para questdes ambientais
* CRIAR solugdes inovadoras para desafios ambientais

|| Narrativa

+ Jogadores come "guardides ecoldgicos" respensdveis por uma drea
natural

* Evolugdo da narrativa ao longo de geragdes de guardides
* Desafios ambientais em evolugdo que refletem problemas reais
« Conexdo entre decisées locais e impactos ambientais globais

* Histdrias pessoais e comunitdrias que contextualizam questdes
ecolégicas

. Processe Lidico

Je;
de Aprendizade ] (MDA, Interface, exemplos)

* Simulagdo ecoldgica com A
relag@es interconectadas
visiveis

+ Tomada de decisdes com
consequéncias em diferentes
escalas temporais

+ Experimentagdo de estratégias b
de conservagdo e restauragdo

* Observagdo de efeitos em
cascata no ecossistema

* Registro de observagées e
conclusges em "didrio de campo”
+ Conexéo entre atividades M
virtuais e agées comunitdrias
reais

Inspiragdes
+ Jogos de simulagdo ecolégica como SimEarth e Eco

- Programas de ciéncia cidadd e monitoramento ambiental
+ Projetos de restauragdo ecolégica comunitdria

- Principios de educagdio ambiental baseada em solugées

- Bocumentdrios sobre regeneragéio de ecossistemas

- Abordagens de aprendizagem baseada em projetos

* Satisfagdio ao restaurar equilibrio ecoldgico
+ Descoberta de conexdes entre espécies ¢ habitats
* Preocupagdio com consequéncias de intervengges mal planejadas

+ Senso de responsabilidade pelo bem-estar de um ecossistema

+ Gestio de recursos naturais e biodiversidade
+ Planejamento de intervengdes ambientais
- Resposta a eventos e desafios ecaldgicos

- Observagio e registro de mudangas no ecossistema

* Sistema de simulagéo ecossistémica interativa

* Indicadores visuais de salide ambiental

* Controles de tempo para observar mudangas de longo prazo
* Laboratério de solugées para experimentar intervengées

* Didrio de campo para registrar observagées e conclusges

Objetives do
@ d]

Joge
* Manter ecossistemas sauddveis
e biodiversos
+ Restaurar dreas degradadas
com intervengdes sustentdveis
* Equilibrar necessidades
humanas e ambientais
+ Criar comunidades
sustentdveis ao longo de
geragdes
+ Desenvolver e implementar
projetos ambientais na
comunidade real

i Restrigdes

lexidad o
p

bilidadk

+ Equilibrio entre e para a faixa

etdria

+ Apresentaggo de problemas ambientais sem induzir eco-ansiedade
+ Abordagem baseada em evidéncias cientificas, evitando politizagéo
+ Adaptagdo a diferentes contextos geogréficos e ambientais
« Interface intuitiva para visualizaggo de sistemas complexos

» Conexdo segura entre atividades virtuais e agdes comunitdrias reais

Figura A.13: Endo-GDC do jogo “EcoGuardioes”

campo'que registra observacoes, hipoteses e conclusoes cientificas do jogador.

A.14 Estudo de Caso 14: Ensino de Geografia no

Ensino Fundamental 11

Fundamental 11

iniciais (5 inputs):

A.14.1 Design de Jogo para Ensino de Geografia no Ensino

Este estudo de caso apresenta a aplicacao do sistema para o design de um jogo edu-

cativo sobre mapear regioes e entender fenémenos fisicos e humanos em Geografia.

Fase de Brainstorming: Uma professora de Geografia inseriu as seguintes ideias
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Jogo de exploragao de mapas e biomas

Foco em relevo, hidrografia e clima

Publico-alvo: estudantes de 1114 anos

Ferramenta para criar e customizar mapas interativos
o Missoes relacionadas a desafios de planejamento urbano e meio ambiente
O sistema sugeriu conceitos complementares (5 sugestoes):

Mecanica de colegao de dados usando sondas virtuais em diferentes ambientes

Eventos baseados em desastres naturais e mudancas climéticas

Integragao de fontes de dados reais (imagens de satélite simplificadas)

Desafios de logistica para conectar cidades por rodovias e ferrovias

Sistema de indicadores socioecondémicos e ambientais para tomada de decisao

Fase de Método Socratico: O Agente Socratico aplicou as questoes reflexivas
padronizadas:

e Como sera a interface de criagdo de mapas? Havera camadas de informacao?

De que forma o jogo incorpora corretamente a escala e proporgao geografica?

Como garantir que o jogador compreenda a relagao entre relevo, clima e vege-

tagao?

Quais mecanismos permitem comparagoes entre diferentes regives do mundo?

o Como evitar simplificagoes excessivas que deturpem conceitos essenciais?

Fase de Insights do Usuario: As respostas foram refinadas em insights como:
o Incluir tutoriais interativos sobre leitura de curvas de nivel e legenda de mapas
o Utilizar missoes que exigem planejamento de rotas e analise de riscos de de-
sastres
e Implementar feedback visual imediato em camadas de clima e uso do solo

o Adicionar questionarios rapidos entre fases para reforgar conceitos-chave

Fase de Endo-GDC:
« Agente de Mecanicas: Sugeriu um sistema de marcagdo de waypoints e co-
leta de amostras, onde cada coleta requer aplicacao de conceitos de hidrografia
e clima.
e Agente de Narrativa: Criou uma histéria de expedicao cientifica em dife-
rentes biomas, com personagens especialistas em geociéncias.
o« Agente de Engajamento: Propds conquistas de explorador vinculadas a

descobertas de novos territérios e resolucao de enigmas geograficos.

Fase de Taxonomia de Bloom:

e Lembrar: Reconhecer tipos de relevo, rios e zonas climaticas.
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Resultado Final

Entender: Explicar como fatores fisicos influenciam a distribuicao de biomas.

Aplicar: Utilizar mapas para planejar rotas considerando elevagao e condic¢oes

climéaticas.

Analisar: Comparar indicadores socioambientais de diferentes regioes.

Avaliar: Julgar propostas de desenvolvimento urbano frente a riscos naturais.

Criar: Projetar um mapa tematico personalizado com legendas e camadas

informativas.

Joge: GeoExplorer

‘ ‘ Versdo: 1.0

%> Situagdo

+ Dificuldade em compreender conceitos abstratos de cartografia e
relevo

+ Desafio em visualizar relagdes entre relevo, elima e vegetagdo

+ Falta de ferramentas interativas para exploragéo de mapas e biomas

lizaggo prética de fend

o N idade de context

geogréficos

+ Desconexdo entre conhecimento geogrdfico e tomada de decisBes

© Jogador/Aluno

+ Estudantes do Ensino Fundamental TT (11-14 anos)

» Professores de geografia buscando recursos diddticos

+ Entusiastas de exploraggio e mapeamento

+ Diferentes perfis de aprendizagem: visual, prético e analitico

+ Diversos niveis de familiaridade com conceitos cartogréficos

I Objetivos de Aprendizado

+ LEMBRAR tipos de relevo, rios e zonas climdticas
* ENTENDER come fatores fisicos influenciam a distribuigde de biomas

+ APLICAR conhecimentos de mapas para planejar rotas considerando
relevo

* ANALISAR indicadores socioambientais de diferentes regides
* AVALIAR propostas de desenvolvimento frente a riscos naturais

+ CRIAR mapas teméticos personalizados com legendas e camadas

|| Narrativa

+ Expedic8o cientifica em diferentes biomas ao redor do mundo
+ Equipe de especialistas em geociéncias com diferentes habilidades
* Missdes de coleta de dados e andlise de fendmenos geogrdficos

+ Desafios relacionades a mudang

climticas e plane urbano

+ Descoberta de conexées entre caracteristicas fisicas e humanas

Processo Lidico

. Jogo
de Aprendizado

PA (MDA, Interface, exemplos)
+ Exploragéo interativa de mapas A

com miltiplas camadas

+ Coleta de dados geogréficos
usando sondas virtuais

- Andlise de correlages entre
relevo, clima e vegetaglo

+ Customizaghio e criagdo de o
mapas temdticos

+ Planejamento de rotas
considerando riscos naturais
 Tomada de decisdes baseada

em indicadores socicambientais

M

Inspiragdes
* Aplicativos de mapeamento como Google Earth e OpenStreetMap
+ Jogos de exploragdo como Minecraft e No Man's Sky
* Expediges do National Geographic
+ Sistemas de Informagdo Geogrdfica (615) simplificades
* Projetos de ciéncia cidadd em cartografia

+ Programas educacionais de geografia com compenentes interatives

« Descoberta de padrdes geagrdficos em diferentes regides
* Satisfagdo ao mapear corretamente territérios inexplorados
* Senso de aventura ao explorar paisagens diversas

+ Curiosidade sobre fendmenos geograficos incomuns

+ Navegagdo em terrenos com diferentes caracteristicas
* Coleta e andlise de amostras geogréficas
+ Criagdo e edigdo de mapas personalizados

* Resolugdo de desafios logisticos e ambientais

+ Sistema de marcagdo de waypsints e coleta de amostras
+ Editor de mapas com miiltiplas camadas de informagdo

* Simulagdes meteoreldgicas que afetam o ambiente

* Missdes de andlise e plancjamente territorial

* Gréficos dindmicos de indicadores geogréficos

& Objetivos do

Jogo
+ Completar expedig8es em
diferentes biomas do planeta
+ Coletar e analisar dados
geogrdficos precisos
« Criar mapas detalhados com
informag8es multidimensionais
+ Desenvolver solug8es para
desafios ambientais e urbanos
+ Ganhar badges de Explorador
pela preciséio cartogréfica

I Restrigdes

* Representagdo simplificada mas precisa de conceitos cartogrdficos
+ Interface intuitiva para leitura de curvas de nivel e legendas

* Equilibrio entre diversdo e precisdo cientifica

* Adaptagdio a diferentes curriculos de geografia

* Necessidade de tutoriais interativos para conceitos complexos

* Inclusdo de dados geogrdficos atualizados e relevantes

Figura A.14: Endo-GDC do jogo “GeoExplorer”

jogo “GeoExplorer” integra:

Mecanicas Endégenas:

simulagoes meteoroldgicas

Endo-GDC do Jogo “GeoExplorer”:

O Endo-GDC do

Coleta de dados geograficos, edicao de mapas e

que afetam o ambiente de jogo.

Narrativa Integrada: FExpedicao de cientistas em biomas distintos, com

missoes ligadas a preservacao ambiental.
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« Elementos de Engajamento: Sistema de badges de Explorador e Desafiante
que recompensa andalise critica e precisao cartografica.
o Avaliagao Incorporada: Graficos dinamicos de indicadores e relatorios au-

tomaticos que permitem ao aluno autoavaliar sua compreensao.

A.15 Estudo de Caso 15: Treinamento de Atendi-

mento ao Cliente em Ambiente Corporativo

A.15.1 Design de Jogo para Formacao de Soft Skills em Em-

presas

Este estudo de caso ilustra a aplicacao do sistema em um jogo para desenvolver

habilidades de atendimento ao cliente e comunicagao.

Fase de Brainstorming: Um analista em RH inseriu as seguintes ideias iniciais
(4 inputs):

« Simulagdo de cenarios de atendimento ao cliente (telefone, chat, presencial)

o Foco em empatia, escuta ativa e resolucao de conflitos

» Sistema de feedback em tempo real baseado em escolha de didlogo

« Missoes moduladas por diferentes perfis de clientes (satisfeitos, insatisfeitos,

técnicos)

O sistema sugeriu conceitos complementares (6 sugestoes):

e Mobdulo de role play com personagens virtuais que expressam emocoes faciais

o Indicadores de performance em KPIs como tempo de resposta e satisfacao do

cliente

Eventos aleatérios como picos de demanda e crises de imagem

Ferramenta de analise de sentimento do texto digitado pelo jogador

Componentes de gamificacao: pontos, niveis e rankings internos

Relatorios de desempenho individual e comparativo por equipe

Fase de Método Socratico: O Agente Socratico aplicou as questoes padroniza-
das:
e Como garantir que as escolhas de didlogo reflitam praticas de atendimento
realistas?
e De que forma sera medido o equilibrio entre rapidez e qualidade no atendi-
mento?
e Que mecanismos assegurarao autenticidade nas reagoes dos personagens vir-

tuais?
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e Como o jogo lida com diferentes perfis de aprendizagem e habilidades inter-
pessoais?
e Quais recursos ajudarao na transferéncia de habilidades do virtual para o

mundo real?

Fase de Insights do Usuario: As respostas geraram insights como:
e Incluir um tutorial inicial sobre técnicas de pergunta aberta e fechada
o Utilizar feedback em multiplos formatos: texto, voz sintetizada e gravacoes de
resposta ideal
o Permitir revisoes de cenarios com replay e analise de melhores praticas

o Adotar mentor virtual que sugira melhorias apés cada interagao

Fase de Endo-GDC:
o Agente de Mecanicas: Propos um sistema de arvore de didlogo com métri-
cas de empatia e assertividade que modulam o roteiro.
o Agente de Narrativa: Criou uma empresa ficticia de tecnologia que enfrenta
um problema critico de retencao de clientes.
o Agente de Engajamento: Sugeriu desafios semanais de melhoria continua

e reconhecimento interno entre colegas.

Fase de Taxonomia de Bloom:

e Lembrar: Identificar boas praticas de atendimento e protocolos de comuni-
cagao.

o Entender: Explicar a importancia de escuta ativa e rapport no didlogo com
o cliente.

o Aplicar: Utilizar técnicas de questionamento e reflexdo para resolver recla-
magoes.

o Analisar: Avaliar interagoes para identificar pontos de melhoria em empatia
e clareza.

o Avaliar: Julgar a eficicia de diferentes estratégias de comunicagdo em
situagoes-teste.

e Criar: Formular roteiros de atendimento personalizados para perfis variados

de clientes.

Resultado Final Endo-GDC do Jogo “ClientCare Pro”: O Endo-GDC do
jogo “ClientCare Pro” integra:
« Mecanicas Endégenas: Arvore de didlogo dindmica, andlise de sentimento

e indicadores de empatia que afetam o desfecho de cada caso.
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Jogo: ClientCare Pro

% Situagdo

© Jogador/Aluno

to ae cliente e comunicagd

+ Deficiéncias em habilidades de

+ Dificuldade em balancear empatia e efici

servigo

* Falta de ferramentas de treinamento prético em soft skills

corporativas

cia em interagdes de

. b do d

« Profissionais de atendimento ao cliente em inicio de carreira

+ Equipes corporativas em treinamento de comunicagdo

habilidad,

de lideranga e feedback

+ Departamentos de RH e desenvolvimento organizacional

* Di perfis de

* Necessidade de preparagéo para cendrios desafiadores de

atendimento

habilidad

+ Desafio em transferir
para prética

[y Objetives de Aprendizade

gdo do treil

| Narrativa

* LEMBRAR boas prdticas de

- ENTENDER a importéncia de escuta ativa e rapport no didlogo

* APLICAR técnicas de questionamento para resolver reclamagges

* ANALISAR interagées para identificar pontes de melhoria

* AVALIAR a eficdcia de diferentes estratégias de comunicagdo

* CRIAR roteiros de atendimento personalizados para perfis variades

o e protocolos de
clientes

experiéncia

e exp ia prévia

* Empresa ficticia de tecnologia enfrentando crise de retengdo de
* Jogador como novo especialista contratado para melhorar a

« Diferentes canais de atendimento: telefone, chat, presencial

« Clientes com perfis diversos e niveis variados de satisfagdo

+ Cendrios que evoluem confarme as decisées de atendimento

. Processe Lidico
de Aprendizade

* Role-play com persenagens
virtuais expressivos
+ Arveres de didlogo com
métricas de empatia e
assertividade
* Feedback em tempo real sobre
escolhas de comunicagéio
* Replay de cendrios com andlise
de melhores préticas
* Mentoria virtual com sugestées
de melhorias
+ Prética progressiva com niveis
crescentes de complexidade

Inspiragdes

Jo
o (MDA, Interface, exemplos)

A

+ Satisfagdo ao resolver situagdes desafiadoras com clientes
+ Empatia com diferentes perspectivas e necessidades

+ Sensagdio de progresso ac dominar técnicas de comunicagdo

+ Orgulho profissional ac reecber reconhecimento por atendimento

b

* Selegdo de opg8es de didlago em situagdes variadas
* Adaptagéo da comunicaglo para diferentes perfis

* Gerencil de KPIs de di o

+ Participago em desafios semanais de melhoria

M
+ Arvore de didlogo dindmica com milltiplas ramificagdes

+ Sistema de andlise de sentimento do texto digitado

+ Indicadores de empatia, clareza e resolugdo

+ Dashboard de KPTs de atendimento visualizados em tempo real

* Médulo de role-play com personagens expressivos

& Objetivos do

Jego
* Melhorar indicadores de
satisfagdo do cliente
* Atingir niveis de especialista
em diferentes cendrios
* Resolver casos desafiadores
de atendimento
* Receber recenhecimento por
exceléncia em comunicagdo
+ Contribuir para reverter a
crise de retengdo da empresa

i Restrigdes

+ Treinamentos corporatives de role-play e simulagdo  Didlogos auténticos que refletem situagdes resis de atendimento

+ Jogos com drvores de didlogo como Life is Strange e Detroit + Equilibrie entre métricas de rapidez e qualidade de atendimento
+ Sistemas de gamificagdo corporativa + Reagées realistas dos personagens virtuais
+ Ferramentas de andlise de sentimento em comunicagéio + Adaptagdo a diferentes estilos de aprendizagem e comunicagéo
+ Métricas de KPT em centrais de atendimento

* Metodologias de tr

+ Transferéncia efetiva de habilidades para pratica profissional

: n
periencial

* Alinhamento com politicas corporativas especificas

Figura A.15: Endo-GDC do jogo “ClientCare Pro”

Narrativa Integrada: Empresa em crise de reputagdo, com cenarios que
evoluem conforme as decisoes de atendimento.

Elementos de Engajamento: Gamificagdo avancada com niveis de especi-
alista, dashboards de equipe e competi¢oes internas.

Avaliacao Incorporada: Feedback instantaneo e relatorios comparativos que

permitem reflexdo e melhoria continua das habilidades.
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A.16 Estudo de Caso 16: Ensino de Quimica no

Ensino Médio

A.16.1 Design de Jogo para Aprendizado de Quimica Inte-

rativa

Este estudo de caso ilustra a aplicagao do sistema para o design de um jogo educaci-

onal voltado para o ensino de quimica e reagoes quimicas para estudantes do Ensino
Meédio.

Fase de Brainstorming: Um professor de quimica inseriu as seguintes ideias
iniciais (3 inputs):

o Laboratorio virtual para experimentacao segura de reagoes quimicas

» Visualizacao de processos moleculares e atomicos em nivel microscoépico

o Sistema de desafios baseados em aplicagoes praticas da quimica

O sistema, através do servico GrogService, analisou estas ideias e sugeriu con-
ceitos complementares (6 sugestoes):

o Narrativa de um cientista em formacao trabalhando em um centro de pesquisa

e Mecanica de combinacao de elementos para descobrir novas reagoes

o Sistema de previsao de resultados baseado em propriedades quimicas

» Representagao visual de energia e ligagoes durante reagoes

o Integracao de conceitos tedricos com aplicagoes na industria e cotidiano

o Componente de historiografia cientifica mostrando evolugao das descobertas

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes
reflexivas:
e “Como equilibrar o rigor cientifico com a acessibilidade para estudantes com
diferentes niveis de conhecimento?”
e “De que forma o jogo pode demonstrar a relagao entre estrutura molecular e
propriedades macroscépicas?”
o “Como incentivar a compreensao conceitual em vez da simples memorizacao
de férmulas e reagoes?”
o “Qual abordagem sera utilizada para tornar visiveis processos quimicos abs-
tratos ou dificeis de observar?”
o “Como o jogo pode promover seguranca laboratorial sem criar aversao a ex-
perimentacao pratica?”
As respostas geraram os seguintes insights:
o Implementar diferentes niveis de complexidade que introduzem gradualmente

novos conceitos
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Utilizar visualizagoes multi-escala que conectam comportamento molecular a
efeitos observaveis

Criar desafios que requerem aplicacao de principios em vez de replicacdo de
procedimentos

Desenvolver sistema de animacao molecular com representagoes precisas mas

compreensiveis

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecéanicas: Propos um sistema de laboratorio virtual onde os
jogadores manipulam reagentes em condig¢oes controladas, com feedback visual
imediato mostrando transformacoes quimicas e energéticas.

Agente de Narrativa: Desenvolveu uma estrutura narrativa onde o jogador
é um pesquisador em um instituto avancado de ciéncias, enfrentando desafios
que vao desde analise de materiais cotidianos até desenvolvimento de solugoes
para problemas ambientais e industriais.

Agente de Engajamento: Sugeriu um sistema de descobertas progressivas
no estilo "arvore tecnologica', onde novas reagoes desbloqueiam ferramentas
e possibilidades, complementado por um caderno de laboratério digital que

registra descobertas.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar elementos, compostos e suas propriedades basicas na
tabela periodica.

Entender: Explicar principios de liga¢oes quimicas e como afetam as propri-
edades dos materiais.

Aplicar: Utilizar conhecimentos de estequiometria e cinética para prever re-
sultados de reacoes.

Analisar: Examinar reagoes quimicas para identificar padroes e relagoes entre
reagentes e produtos.

Avaliar: Julgar a eficiéncia e seguranca de diferentes processos quimicos para
objetivos especificos.

Criar: Desenvolver protocolos experimentais para sintetizar compostos ou

resolver problemas praticos.

Resultado Final - Endo-GDC do Jogo “ChemLab Ventures”: O Endo-

GDC do jogo “ChemLab Ventures” integra os seguintes elementos principais:
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Jogo: ChemLab Ventures

‘ ‘ Versdo: 1.0

% Situagdio
» Dificuldade em visualizar conceitos abstratos da quimica em nivel
melecular

* Riscos ¢ limitag8es de experimentacdo quimica em laboratdrios
escolares

+ Desconexdo entre teoria quimica e aplicagdes préticas no cotidiano
+ Tendéncia & memorizagdio em vez de compreenséo conceitual

+ Falta de contextualizaglio dos principios quimicos em desafios reais

© Jogador/Aluno

» Estudantes do ensinoe médio (14-18 anos)

+ Professores de quimica buscando recursos interativos

« Diferentes niveis de to prévio e interesse em ciéncias
+ Diversos estilos de aprandizagem (visual, prético, tesrico)

* Potenciais futures cientistas e cidadgos cientificamente letrados

[ Objetives de Aprendizade

* LEMBRAR elementos. compostos e suas propriedades bdsicas na
tabela periédica

* ENTENDER principios de ligag8es quimicas e como afetam
propriedades dos materiais

* APLICAR conhecimentos de estequiometria e cinética para prever
reagges

* ANALISAR reagées quimicas para identificar padrées e relagées

* AVALIAR a eficiéncia e seguranca de diferentes processos quimicos

* CRIAR protocolos experimentais para sintetizar compostos ou

|| Narrativa

* Pesquisador em formagdo trabalhande em um institute avangade de
ciéncias

* Progresséo por diferentes departamentos e dreas da quimica aplicada

* Missées que vdo desde andlise de materiais cotidianos até problemas
ambientais

* Mentores especialistas em diversas dreas da quimica

* Descobertas que revelam conexdes entre quimica e desafios
contemporaneos

resolver problemas

. Processe Lidico
de Aprendizade

+ Experimentagéio em laboratério
virtual com feedback imediate

* Visualizagdes multi-escala
conectando nivel melecular e
macroscdpice

* Desafios que requerem
aplicagdo de principios em vez
de memorizagdo

* Descoberta de reagdes e
propriedades através de
experimentagdo

* Conexdo entre teoria quimica e
aplicagées préticas

- Documentagdo cientifica em

Jege
] (MDA, Interface, exemplos)
A
* Descoberta de reagdes e propriedades quimicas inesperadas

+ Satisfagdo ao resolver problemas cientificos complexes
lécul

* Curicsidade sobre 8es entre e propriedades

+ Senso de progresso cientifico através da experimentagéio

b
+ Manipulagéio de reagentes e condigles experimentais

+ Observagio de transformagdes quimicas em tempo real
+ Andlise de estruturas moleculares e propriedades

+ Desenvolvimento e teste de hipdteses cientificas

M

+ Laboratério virtual com simulagdo precisa de reagdes

Objetives do
Y Tege
* Completar projetos de
pesquisa em diferentes dreas da
quimica
* Descobrir ¢ catalogar reagdes
e propriedades quimicas
+ Desenvolver solugges para
desafios cientificos reais
* Dominar técnicas avancadas de
laboratério e andlise
+ Construir uma carreira
cientifica de sucesso e
reconhecimento

caderno de laboratério digital
« Visualizagdo malecular 3D interativa

+ Sistema de combinagdo de elementos para descobrir novas reagdes
« Arvore de descobertas que desbloqueia novas ferramentas e
possibilidades

- Caderno de laboratério digital para registro de experimentos

Incpiragdes i Restrigdes

+ Simulagées de laboratério virtual como ChemCollective e PhET + Equilibrio entre rigor cientifico ¢ acessibilidade pedagdgica

+ Jogos de crafting como Minecraft e Factorio + Precisdo nas simulagdes de reagdes quimicas
+ Visualizadores moleculares cientificos + Apresentagdo de seguranga laboratorial sem criar aversdo &
+ Metodologia cientifica e design experimental experimentagdo
+ Histérias de grandes descobertas da quimica + Adaptagdo a diferentes curriculos de quimica
+ Aplicagdes contemporéneas da quimica em desafios globais * Escalabilidade para incluir diversas dreas da quimica

* Requisitos técnicos para renderizagéio molecular 3D

Figura A.16: Endo-GDC do jogo “ChemLab Ventures”

Mecéanicas Endégenas: Sistema de simulagdo quimica precisa onde prin-
cipios atomicos e moleculares determinam o comportamento dos materiais,
com visualizacoes em multiplas escalas que conectam o mundo microscopico a
efeitos observaveis.

Narrativa Integrada: Carreira de um pesquisador atravessando diferentes
areas da quimica aplicada, com missoes que contextualizam conceitos tedricos
em problemas praticos socialmente relevantes.

Elementos de Engajamento: Sistema de descobertas que funciona como
uma arvore tecnolégica, complementado por um laboratério de experimenta-
¢ao livre e um caderno digital que documenta o progresso cientifico do jogador.
Avaliacao Incorporada: Feedback visual e dados quantitativos que reve-

lam o éxito ou falha de experimentos, incentivando andlise critica e iteracao
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metodologica baseada em principios cientificos.

A.17 Estudo de Caso 17: Educacao em Satude
para Adultos

A.17.1 Design de Jogo para Promocao de Bem-Estar e Pre-
vengao

Este estudo de caso demonstra a aplicacao do sistema para o design de um jogo fo-
cado em educagao em saide, prevencao de doencas e promocao de habitos saudaveis

para adultos.

Fase de Brainstorming: Um professor de educacgao fisica inseriu as seguintes
ideias iniciais (4 inputs):
e Simulacao de impacto de escolhas diarias na saude a longo prazo
« Sistema de metas personalizadas baseadas em perfil de satude do jogador
« Visualizacao dos processos internos do corpo humano
o Abordagem holistica integrando satude fisica, mental e social
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares
(5 sugestoes):
o Narrativa que acompanha diferentes personagens em jornadas de transforma-
¢ao de saude
e Mecanica de "construcao de habitos"com sistema de reforgo e acompanhamento
o Representacao gamificada de biofeedback através de dados de dispositivos ves-
tiveis
o Microssimulagoes de sistemas corporais respondendo a diferentes intervencoes

o Componente social para desafios de satde coletivos e suporte comunitario

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes
reflexivas:
e “Como o jogo pode promover mudangas de comportamento duradouras sem
recorrer a culpabilizagao?”
o “De que forma serao equilibradas a simplificacdo necessaria e a precisao cien-
tifica sobre satde?”
o “Como o sistema pode adaptar-se a diferentes condigoes de satude, limitacoes
e contextos culturais?”
o “Qual abordagem sera utilizada para manter motivagao em objetivos de satude

de longo prazo?”

212



“Como o jogo lidara com questoes sensiveis como imagem corporal e condi¢oes

cronicas?”

As respostas geraram os seguintes insights:

Focar em celebracao de progressos e capacitagao em vez de abordagens nega-
tivas

Implementar sistema de personalizacao profunda que adapta conteido a ne-
cessidades especificas

Utilizar narrativas inspiradoras e auténticas de diversas jornadas de satude
Criar mecanismos de micro-recompensas e visualizacdo progressiva de melho-

rias

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Propds um sistema de "gémeo digital de saude'que
simula o impacto de escolhas cotidianas em multiplos sistemas corporais, com
calibracao gradual baseada em dados reais do usuario quando disponiveis.
Agente de Narrativa: Desenvolveu uma estrutura narrativa nao-linear cen-
trada em um "conselho de bem-estar'com mentores de diferentes especialida-
des, cada um guiando uma dimensao da satude através de historias pessoais e
desafios contextualizados.

Agente de Engajamento: Sugeriu um sistema de "jardim de habitos'vi-
sual que floresce com consisténcia e mostra conexoes entre diferentes praticas,
complementado por celebra¢oes de marcos significativos e um componente de

"aliados de jornada'.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar componentes essenciais de um estilo de vida saudavel e
sinais de alerta para condi¢oes comuns.

Entender: Explicar como diferentes sistemas corporais interagem e respon-
dem a hébitos e intervengoes.

Aplicar: Implementar estratégias de saide preventiva adaptadas a necessi-
dades e circunstancias pessoais.

Analisar: Examinar padrdes pessoais de comportamento e seus impactos na
saude geral.

Avaliar: Julgar a qualidade de informagoes de satide e a adequagao de dife-
rentes abordagens ao bem-estar.

Criar: Desenvolver planos de satude personalizados que integram multiplas

dimensoes de bem-estar de forma sustentavel.
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Jogo: VitalQuest

‘ ‘ Versdo: 1.0

% Situagdio

+ bificuldade em visualizar impactos de longo praze de escolhas de
saide

* Informagdes sobre salde fragmentadas e descontextualizadas

* Desafio em estabelecer e manter hdbitos sauddveis consistentes

+ Abordagens de sadde que néo consideram a pessoa de forma helistica

d o em salde

 Falta de f P lizadas para

© Jogador/Aluno

* Adultos interessades em melhorar seu bem-estar geral

* Pessoas com diferentes perfis de salide e condig8es diversas

+ Individuos b do d Iver hdbitos mais saudd

* Profissionais de sadde interessados em ferramentas educativas

* Grupos comunitdrics e programas de bem-estar organizacional

[ Objetives de Aprendizade

« LEMBRAR componentes essenciais de um estilo de vida saudavel
+ ENTENDER como diferentes sistemas corporais interagem e

respondem a hdbitos
dabtad dad

|| Narrativa

« Conselho de bem-estar com menteres representando diferentes
dimensdes da saide

lizadas b d ;i dad

* Jornadas per em inter e

individi

+ APLICAR estratégias de sadde preventiva adap a
pessoais

* ANALISAR padrées pessoais de comportamento e seus impactos na
salde

* AVALIAR a qualidade de informagées de salide e abordagens de bem-

* Histdrias inspiradoras de transformagéo e superagdo de desafios de
salide

+ Expedigdes a diferentes "reinos" representando sistemas do corpo e
aspectos da saide

+ Simulag&o persenalizada de A

estar * Conexdes entre bem-estar individual e saide comunitéria
* CRIAR planos de saiide personalizados que integram miiltiplas
dimensées
. Processe Lidico Jege Objetives do
de Aprendizade ] (MDA, Interface, exemplos) 9 7 ogo

* Cultivar hdbitos sauddveis
consistentes e sustentdveis

impactos de escolhas na saide
* Microssimulagdes de sistemas
corporais respendendo a
intervengdes

+ Construgdio e acompanhamento
de hdbitos com feedback

* Visualizagdo de progressos
através de metdforas
engajantes

* Integragdo npm’unal com
dispositives de salide e
biofeedback

- Reflexdes guiadas sobre
valores, motivagdes e barreiras

Inspiragdes

* Satisfagdo ao ver melhorias tangiveis em indicadores de saide
* Descoberta de conexdes entre diferentes aspectos do bem-estar
+ Inspiragdo através de histérias de superagfo e transformagtio

* Senso de controle e capacidade sobre a prépria saide

)
+ Registro e monitoramento de hdbitos e indicadores
+ Tomada de decisdes sobre prioridades e abordagens de sadde

di des do bem-estar

+ Exploragio de diferentes

+ Superagdo de desafios adaptados ao perfil individual

M

- "Gémeo digital de saide” que simula impactos de escolhas

+ Jardim de hébitos visual que floresce com consisténcia

* Sistema de micro-recompensas alinhadas com valores pesscais
- Integragéo com dados resis de sadde (quando disponiveis)

* Componente social para apoio mituo e desafios colaborativos

+ Explorar e equilibrar
diferentes dimensées do bem-
estar

+ Desenvolver um plano de sadde
personalizado e integrado

+ Superar desafios especificos
de satide e bem-estar

* Construir uma comunidade de
apoio para jornadas de saide

i Restrigdes

+ Aplicativos de formag&o de hdbitos como Habitica e Streaks

+ Plataformas de saiide integrativas como Noom e Headspace

médicas e vi:

do corpo humano
+ Psicologia comportamental e ciéncia de mudangas de hébitos
- Abordagens holisticas de satde e medicina integrativa

+ Narrativas de transformagdo pesseal e superacio

+ Equilibrio entre informaggo cientifica precisa e acessibilidade
+ Personalizagéio profunda para diferentes condigBes e necessidades
+ Abordagem que celebra progressos sem culpabilizagio

+ Tratamento sensivel de questdes como imagem corporal e condigées
crénicas

+ Privacidade e seguranga de dados pessoais de saide

* Clareza sobre escopo educacional vs. aconselhamento médico

Figura A.17: Endo-GDC do jogo “VitalQuest”

Resultado Final - Endo-GDC do Jogo “VitalQuest”:

“VitalQuest” integra os seguintes elementos principais:

O Endo-GDC do jogo

e Mecanicas Enddégenas: Sistema de simulacao personalizada de satide onde

principios de fisiologia, psicologia e ciéncia comportamental se manifestam em

um "gémeo digital'que evolui em resposta as escolhas do jogador e dados do

mundo real.

o Narrativa Integrada: Conselho de bem-estar com mentores representando

diferentes dimensoes da saude, oferecendo jornadas de aprendizado contextu-

alizadas em historias auténticas e desafios relevantes para o perfil do jogador.

o Elementos de Engajamento: Jardim de habitos visual que prospera com

praticas consistentes, sistema de micro-recompensas alinhadas com valores

pessoais, e componente social para apoio mutuo e desafios colaborativos.

» Avaliacao Incorporada: Visualiza¢oes dindmicas de progresso em indicado-
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res de saude significativos, feedback contextualizado sobre padrdes de compor-

tamento, e reflexdes guiadas que conectam aprendizado a experiéncia pessoal.

A.18 Estudo de Caso 18: Educacao Civica para

Jovens

A.18.1 Design de Jogo para Desenvolvimento de Cidadania
Ativa

Este estudo de caso ilustra a aplicagao do sistema para o design de um jogo edu-
cacional sobre cidadania, participacao democratica e engajamento comunitario para

jovens entre 14-18 anos.

Fase de Brainstorming: Um educador civico inseriu as seguintes ideias iniciais
(3 inputs):

o Simulacao de processos democraticos e tomada de decisao coletiva

o Exploracao de direitos e responsabilidades cidadas em contextos diversos

o Sistema para compreender impactos de politicas publicas em comunidades

O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares
(7 sugestoes):

o (idade virtual onde jogadores assumem diferentes papéis sociais e civicos

o Mecanica de debate com sistema de argumentacao baseada em evidéncias

o Campanhas de mobilizacao comunitaria para enfrentar desafios locais

« Representacao de perspectivas diversas sobre questoes sociais complexas

o Sistema de deliberagao coletiva com mecanismos de construcao de consenso

o C(iclos de feedback mostrando consequéncias de longo prazo de decisoes poli-

ticas

« Elementos de historiografia mostrando evolugao de direitos civis e participacao

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes
reflexivas:
o “Como o jogo pode abordar temas politicos potencialmente divisivos de forma
educativa e imparcial?”
o “De que forma sera equilibrada a apresentacdo de complexidades dos sistemas
democraticos sem causar cinismo?”
o “Como incentivar transferéncia de habilidades civicas do ambiente virtual para
o real?”
o “Qual abordagem sera utilizada para tornar processos burocraticos e institu-

cionais acessiveis e engajantes?”
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“Como o jogo pode representar diversidade de perspectivas e experiéncias po-

liticas de forma respeitosa?”

As respostas geraram os seguintes insights:

Focar em processos e habilidades civicas em vez de posigoes politicas especificas
Implementar sistema de multiplas perspectivas com base em valores compar-
tilhados

Criar conexodes explicitas com oportunidades de participacao civica real
Utilizar narrativas pessoais e impactos concretos para humanizar processos

abstratos

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Propos um sistema de "laboratorio democratico"onde
jogadores podem simular processos de governanca em diferentes escalas, com
mecanicas de deliberacao, negociacao e implementacao de politicas que reve-
lam complexidades e trade-offs.

Agente de Narrativa: Desenvolveu uma estrutura narrativa centrada em
uma cidade em transformacao enfrentando multiplos desafios, onde jogadores
podem assumir diferentes papéis (cidadaos, representantes eleitos, servidores
publicos, ativistas) para experimentar perspectivas complementares.

Agente de Engajamento: Sugeriu um sistema de "impacto civico'que vi-
sualiza mudancas comunitarias resultantes de agoes coletivas, complementado
por desafios baseados em casos reais e um componente de projetos que pode

se estender para agoes no mundo real.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar instituicbes democraticas, seus papéis e principios fun-
damentais da cidadania.

Entender: Explicar como diferentes mecanismos democraticos funcionam e
a interagao entre direitos e responsabilidades.

Aplicar: Utilizar processos deliberativos estruturados para abordar questoes
comunitarias concretas.

Analisar: Examinar politicas publicas e suas implicagoes para diferentes gru-
pos e interesses sociais.

Avaliar: Julgar a eficicia e equidade de diferentes abordagens para resolver
desafios civicos.

Criar: Desenvolver propostas e iniciativas civicas que mobilizem recursos co-

letivos para necessidades identificadas.
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Joge: CivicSphere

‘ ‘ Versdo: 1.0

% Situagdo

+ Conhecimento limitado sobre processos democrdticos e participagéo

cidadd

« Dificuldade em compreender sistemas de governanca e politicas

pdblicas

+ Desconexéo entre participagdo virtual e engajamento civico prético

© Jogador/Aluno

+ Jovens entre 14-18 anos em processo de formagde cidadd

+ Educadores civiess e professores de estudos sociais

* Grupos estudantis e organizagdes juvenis

+ Diferentes perfis socioecondmicos e contextos culturais

* Polarizagdo e desafios em discussdes sobre temas civicos

controversos
*N idade de d Iver habilidades deliberativas e p
critico

[y Objetives de Aprendizade

- LEMBRAR instituigdes democréticas, seus papéis e principios

fundamentais
- ENTENDER como

democrdticos f

| Narrativa

entre direitos e responsabilidades

¢ a interagde representantes, ativistas)

+ Diversos niveis de interesse ¢ engajamento prévio em temas civicos

« Cidade em transformagdo enfrentande mdltiplos desafios sociais

- Jogadores assumem diferentes papéis civicos (cidaddos.,

dad,

* Tensdes entre d

+ APLICAR processos deliberativos estruturados para abordar questées social

comunitdrias

- ANALISAR politicas plblicas e suas implicagdes para diferentes

grupos

+ AVALIAR a eficdcia e equidade de diferentes abordagens para

desafios civicos

- CRIAR propostas e iniciativas que mobilizem recursos coletivos

amplos

, susten e justica

* Evolugdo da cidade baseada em decisges coletivas ao longo do tempo

* Conexdes entre histdrias pessoais e processos democrdticos mais

. Processe Lidico
de Aprendizade

* Simulagdo de processos
democrdticos em diferentes
escalas

* Debates estruturados com
sistema de argumentagdo
baseada em evidéncias

* Visualizagéio de impactos de
politicas piblicas em diferentes
grupos

* Participagdo em campanhas de
mobilizago comunitdria

+ Experimentagdo com
diferentes mecanismos de
governanga

« Conexdo entre atividades
virtuais e oportunidades de agdo
real

Incpiragdes

Jego
A (MDA, Interface, exemplos)
A
+ Satisfagdo ao eriar mudangas pesitivas em uma comunidade
* Tensdo entre valores concorrentes e objetivos de diferentes grupes

+ Descoberta de conexdes entre questdes sociais aparentemente
distintas

+ Senso de capacidade e agéncia civica individual e coletiva
[>]
* Deliberagdo e iagdo em pr decisdri

+ Investigagdio de questdes sociais complexas
* Mobilizagdo de recursos e formagdo de coalizées

* Implementagdo e monitoramento de politicas pdblicas

M

+ Laboratério demacrético para simulaggo de governanga

+ Sistema de debate com mecénicas de argumentagéo

+ Visualizagdio de impacto civico mostrando mudangas comunitdrias
* Alternancia entre diferentes papéis sociais e perspectivas

+ Projetos de intervengdo que podem transitar para agdes reais

Objetives do
< Jege
* Criar uma cidade préspera,
sustentdvel e justa
+ Desenvolver e implementar
politicas bem-sucedidas
+ Construir coalizées eficazes
entre diferentes perspectivas
* Equilibrar interesses de curto
e longo prazo
* Fortalecer instituigdes
democrdticas e participacdo
cidadd

i Restrigdes

+ Joges de simulagdo politica como Democracy e SimCity + Abordagem de temas politicos potencialmente divisivos de forma

* Meteodologias deliberativas come debates estruturades e jiris educativa

cidaddos * Equilibrio entre complexidade democrdtica real e acessibilidade

+ Préticas de planejamento urbane participative * Representacdo respeitesa de diversidade de perspectivas politicas
* Movimentos de democracia escolar e governo estudantil * Adaptagdio a diferentes contextes culturais e sistemas politicos
+ Teorias de justica e filosofia politica + Conexilo responsdvel entre simulaglio e agdes civicas reais

+ Casos reais de transformag&o comunitdria liderada por jovens + Interface que torna processos burocrdticos acessiveis e engajantes

Figura A.18: Endo-GDC do jogo “CivicSphere”

Resultado Final - Endo-GDC do Jogo “CivicSphere”: O Endo-GDC do
jogo “CivicSphere” integra os seguintes elementos principais:

e Mecanicas Enddégenas: Sistema de laboratério democratico onde principios
de governanca, deliberacao e participagao cidada sao incorporados em simula-
¢oes multinivel que revelam complexidades e interdependéncias dos processos
civicos.

o Narrativa Integrada: Cidade em transformagao com multiplos desafios so-
ciais onde jogadores experimentam diferentes papéis civicos, vivenciando pers-
pectivas complementares sobre o funcionamento da democracia e os impactos
de decisoes coletivas.

e Elementos de Engajamento: Sistema de visualizacao de impacto civico,
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desafios baseados em casos reais, e projetos de intervencao que podem transitar
do jogo para comunidade, criando pontes entre aprendizado simulado e acao
concreta.

e Avaliacao Incorporada: Feedback multidimensional sobre impactos de deci-
soes politicas em diferentes grupos e setores, indicadores de satide democratica,

e reflexoes guiadas sobre valores civicos e responsabilidade coletiva.

A.19 Estudo de Caso 19: Desenvolvimento de

Habilidades Socioemocionais para Criancas

A.19.1 Design de Jogo para Inteligéncia Emocional e Rela-

cionamentos Saudaveis

Este estudo de caso apresenta a aplicagdo do sistema para o design de um jogo

educacional sobre desenvolvimento socioemocional para criancas de 7-11 anos.

Fase de Brainstorming: Uma psicologa educacional inseriu as seguintes ideias
iniciais (4 inputs):

o Jogo sobre reconhecimento e expressao de emocoes

o Cenarios que exigem resolucao colaborativa de problemas

o Personagens diversos com diferentes perspectivas e necessidades

» Sistema de feedback sobre comportamentos pro-sociais

O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares
(5 sugestoes):

o Mundo fantastico onde emocoes tém manifestagoes visuais e poderes especiais

e Mecanica de "leitura social"para interpretar pistas nao-verbais

o Sistema de dialogo com opgoes baseadas em comunicacdo assertiva

o Desafios que requerem regulagdo emocional e perspectiva empéatica

o Personagem companheiro que modela estratégias socioemocionais saudaveis

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes
reflexivas:
e “Como o jogo pode fazer complexidades emocionais acessiveis sem simplifica-
¢ao excessiva?”
e “De que forma serao abordadas diferencas culturais na expressao e interpre-
tagdo emocional?”
o “Como equilibrar desafios socioemocionais com diversao e engajamento apro-

priados para a idade?”
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“Qual abordagem incentivara transferéncia de habilidades para situagoes reais
do cotidiano?”
“Como o jogo pode ser inclusivo para criangas neurodivergentes ou com dife-

rentes capacidades sociais?”

As respostas geraram os seguintes insights:

Utilizar metaforas visuais para tornar conceitos emocionais tangiveis e acessi-
veis

Implementar sistema de personalizagao para diferentes estilos de comunicagao
€ processamento

Criar pontes explicitas entre cendrios fantasticos e situagoes do mundo real
Desenvolver sistema de suporte adaptativo que ajusta orientacao conforme

necessidades individuais

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Propos um sistema de "emojiverso'onde emogoes sao
elementos tangiveis que podem ser reconhecidos, coletados e combinados para
resolver desafios, com mecanicas de exploracao social e colaboracao baseadas
em complementaridade emocional.

Agente de Narrativa: Desenvolveu um mundo fantastico onde um "dese-
quilibrio emocional'esta causando problemas em diferentes reinos, cada um
representando facetas da experiéncia socioemocional, com personagens que
personificam diferentes temperamentos e estilos de interagao.

Agente de Engajamento: Sugeriu um sistema de "amigos emocionais"que
podem ser ajudados e que evoluem através de interacoes significativas, com-
plementado por um diario reflexivo gamificado e desafios semanais que podem

ser praticados em casa.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar diferentes emocoes, suas manifestagoes fisicas e gatilhos
comuns.

Entender: Explicar como emoc¢oes influenciam comportamentos e como di-
ferentes perspectivas afetam interagoes sociais.

Aplicar: Utilizar estratégias apropriadas de comunicacao e regulacao emoci-
onal em diferentes contextos.

Analisar: Interpretar pistas sociais verbais e nao-verbais para compreender
necessidades e sentimentos alheios.

Avaliar: Julgar a eficicia de diferentes abordagens para resolucao de conflitos
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e construcao de relagoes positivas.

o Criar: Desenvolver solugoes colab

orativas para desafios interpessoais que con-

siderem necessidades e sentimentos diversos.

Jogo: EmotionQuest

‘ ‘ Versdo: 1.0

% Situagde

+ bificuldade das criangas em identificar e expressar emogées
apropriadamente

+ Desafios em desenvolver empatia e compreender perspectivas alheias
* Falta de vocabuldrio emocional adequado & idade

d

* Ferramentas limi | gamificado

para ensino
* Necessidade de aberdagens inclusivas para diferentes perfis
neurolégicos

%2 Jegader/Aluno

» Criangas entre 7-11 anos em desenvolvimento socioemocional
+ Educadores e psicélogos escolares

« Pais e cuidadores interessades em desenvolvimento infantil

+ Diversos perfis de desenvolvimento, incluindo eriangas
neurodivergentes

+ bi estilos de p I  social

[y Objetives de Aprendizade

+ LEMBRAR diferentes emogdes, suas manifestagdes fisicas e gatilhos
comuns

* ENTENDER como emagdes influenciam comportamentos e afetam
interagbes sociais

* APLICAR estratégias de
diferentes contextos

do e regulagdo em
+ ANALTSAR pistas sociais verbais e ndo-verbais para compreender
necessidades alheias

* AVALIAR a eficdcia de diferentes abordagens para resolugéo de
conflitos

* CRIAR solugbes colaborativas que considerem necessidades e
sentimentos diversos

Processo Lidico Jege
de Aprendizade

* Reconhecimento ¢ A

A (MDA, Interface, exemplos)

| Narrativa

* Mundo fantdstico enfrentando um "desequilibrio emocional”

* Diferentes reinos representando facetas da experigncia
socivemocional

« Personagens que personificam diversos emperamentos e emogdes
* Misses para ajudar habitantes e restaurar harmenia emecional
* Conexdes entre desafios fantdsticos e situagdes cotidianas reais

Objetivos do
@ Jogo
* Coletar e dominar diferentes
elementos emocionais

categorizagdo de emogdes + Descoberta de

entre

05 ¢ compor

através de pistas visuais

+ "Leitura social” para
interpretar sinais ndo-verbais
* Prética de comunicagdo
assertiva através de didlogos
interativos

* Exercicios de regulagéo
emocional adaptados ao
desenvolvimento infantil

- Experimentagdo com
diferentes perspectivas e
pontos de vista

* Reflexdo guiada com
transferéncia para situages
reais

Inepiragdes

+ Satisfagdo ac ajudar per gens com desafios
+ Curiesidade sobre diferentes formas de expresséo emocional

+ Senso de competéncia ao deminar habilidades socioemocionais

-]

« Coleta @ combinagéo de elementos emocionais

+ Interpretagdo de expressées faciais e linguagem corperal
+ Escolha de respostas em situagdes sociais desafiadoras

+ Colaboragéio para resolver quebra-cabegas emocionais

M
+ "Emojiverse” onde emogdes sdo elementos tangiveis coleciondveis
- Sistema de companheiros emocionais que evoluem através de
interagdes

+ Mecénicas de reconhecimento facial simplificadas ¢ acessivais
 Didrio reflexivo gamificado com desafios semanais

* Sistema adaptativo que reconhece padrées individuais

* Ajudar personagens a superar
desafios socioemocionais

* Restaurar equilibrio entre os
reinos emocionais

* Desenvolver relagdes positivas
com companheires emocionais

* Completar missdes que
conectam o mundo fantdstico ao
cotidiano

i Restrigdes

* Programas de aprendizagem socioemocional como CASEL e Zones of
Regulation

* Jogos como Inside Out e Animal Cressing

+ Ferramentas terapéuticas adaptadas para criangas

* Metdforas visuais para conceites emocionais complexos
+ Psicologia do desenvolvimento infantil

+ Abordagens inclusivas para neurodiversidade

* Adequagdo ao desenvelvimento cegnitive da faixa etdria
+ Inclusividade para diferentes estilos de comunicagdio e processamento
+ Sensibilidade a diversidade cultural na expresséo emocional

+ Equilibrio entre desafio

S -
e diverséo aprop

+ Sistema de suporte para questd mais compl.

+ Interface intuitiva adequada para autonomia infantil

Figura A.19: Endo-GDC do jogo “EmotionQuest”

Resultado Final - Endo-GDC do Jogo “EmotionQuest”:

O Endo-GDC do

jogo “EmotionQuest” integra os seguintes elementos principais:

e Mecanicas Endégenas: Sistema de emojiverso onde emocoes sao elemen-

tos tangiveis com propriedades tnicas, criando uma gramatica interativa que

torna conceitos socioemocionais ac

intuitivas e divertidas.

essiveis e manipulaveis através de mecanicas

e Narrativa Integrada: Mundo fantéastico enfrentando desequilibrio emoci-
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onal, com reinos tematicos representando diferentes facetas da experiéncia
socioemocional e personagens que encarnam diversos temperamentos e estilos
relacionais.

« Elementos de Engajamento: Sistema de companheiros emocionais que evo-
luem através de interacoes significativas, diario reflexivo gamificado, e desafios
que criam pontes entre mundo fantastico e aplicagoes cotidianas das habilida-
des socioemocionais.

» Avaliacao Incorporada: Feedback visual e narrativo que revela impactos de
escolhas socioemocionais, sistema adaptativo que reconhece padroes individu-

ais, e reflexoes guiadas adequadas ao desenvolvimento cognitivo das criancas.

A.20 Estudo de Caso 20: Educacao Empreende-

dora para Jovens Adultos

A.20.1 Design de Jogo para Desenvolvimento de Mentali-

dade Empreendedora

Este estudo de caso demonstra a aplicagao do sistema para o design de um jogo

educacional sobre empreendedorismo e inovagao para jovens adultos (18-25 anos).

Fase de Brainstorming: Um educador em empreendedorismo inseriu as seguin-
tes ideias iniciais (2 inputs):

e Simulacao de criagao e gestao de startups com diferentes modelos de negbcio

o Sistema que reflete dinamicas reais de mercado e comportamento de consumi-

dores

O sistema, demonstrando sua capacidade de expansao a partir de inputs mini-
mos, gerou as seguintes sugestoes (8 sugestoes):

o Mecanica de identificacao de problemas e validacao de solugdes com usuarios

o Ciclos de iteracao de produtos baseados em feedback do mercado

o Sistema de gestao de recursos limitados com decisoes de investimento

o Representacao de diferentes ecossistemas de inovacao e contextos culturais

o Desafios inspirados em ODS (Objetivos de Desenvolvimento Sustentével)

o Simulacao de pitch e negociacao com diferentes tipos de investidores

o Componente de construcao de equipes e gestao de talentos diversos

o Eventos aleatérios que simulam mudancas de mercado e disrup¢oes tecnologi-

cas

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes

reflexivas:
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“Como o jogo pode equilibrar aspectos financeiros do empreendedorismo com
impacto social e satisfacao pessoal?”

“De que forma o sistema refletira realidades de empreendedorismo em diferen-
tes contextos socioecondémicos?”

“Como serao simulados fracassos e resiliéncia sem desestimular os jogadores?”
“Qual abordagem sera utilizada para representar dilemas éticos e responsabi-
lidade empresarial?”

“Como o jogo pode incentivar pensamento inovador e assumir riscos calcula-
dos?”

As respostas geraram os seguintes insights:

Implementar multiplas métricas de sucesso além do retorno financeiro

Criar diversos cendrios de empreendedorismo adaptados a contextos globais
Desenvolver mecanicas que transformam fracassos em aprendizados e novas
oportunidades

Utilizar sistema de tomada de decisao ética com consequéncias multidimensi-

onais

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Propos um sistema de "laboratoério de inovagao'onde
jogadores passam por ciclos completos de empreendedorismo desde identifica-
¢ao de problemas até escala, com simulacao de mercado dinamica que responde
a decisoes e inovacoes.

Agente de Narrativa: Desenvolveu um framework narrativo baseado em
"jornadas empreendedoras'diversas, com mentores inspirados em casos reais e
cenarios de empreendedorismo em diferentes setores e contextos globais.
Agente de Engajamento: Sugeriu um sistema de portfélio de empreendedor
que documenta aprendizados e conquistas, complementado por uma comuni-

dade virtual de inovagao e desafios inspirados em hackathons reais.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar elementos-chave do processo empreendedor e principios
fundamentais de modelos de negbcio.

Entender: Explicar dinamicas de mercado, comportamento de consumidores
e fatores que influenciam sucesso empreendedor.

Aplicar: Utilizar métodos estruturados para validar problemas, testar solu-
¢oes e iterar com base em feedback.

Analisar: Examinar modelos de negdécio para identificar forcas, fraquezas e
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oportunidades de inovagao.

o Avaliar: Julgar viabilidade, impacto potencial e alinhamento estratégico de
diferentes oportunidades de negocio.

e Criar: Desenvolver propostas inovadoras que enderecem necessidades reais

com modelos sustentaveis e escalaveis.

Jege: Venture Forge ‘ ‘ Versde: 1.0

4> Situagdo
* Falta de experiéncia prética em processos empreendedores
* Dificuldade em compreender dinamicas reais de mercado e inovagdo

* Desconexdo entre teoria empreendedora e aplicagéo prética
Jizad

* Lacunas no d lvi de resiligncia e apr com
fracassos

* Necessidade de ferramentas para experimentagdo com baixo risco

22 Jogader/Alune

- Jovens adultos (18-25 anos) interessados em empreendedorismo
* Estudantes universitdrios de diversas dreas

* Empreendedores iniciantes testando conceitos

* Educadores em inovagdo e negdcios

* Diferentes contextos e culturais

I Objetivos de Aprendizado

+ LEMBRAR el have do pr mpreendedor e modelos de
negécio

+ ENTENDER dindmicas de mercado e fatores que influenciam sucesso
empreendedor

+ APLICAR métodos estruturados para validar problemas e testar
solugBes

* ANALISAR modelos de negécio para identificar forcas e
oportunidades

+ AVALIAR viabilidade e impacto potencial de diferentes oportunidades

+ CRIAR propostas inovadoras com modelos sustentdveis e escaldveis

|| Narrativa

+ Jornadas empreendedoras diversificadas em diferentes contextos
* Mentores inspirados em casos reais de empreendedores

+ Diferentes setores e desafios de mercado representados

+ Evolugdo desde ideagdo inicial até possivel escala

* Histdrias de superacdo, pivotagem e aprendizado com fracassos

 Processo Lidico Jogo
de Aprendizado

 Identificagdo de problemas e A
validagdio com usudrios reais

PA (MDA, Interface, exemplos)

Objetivos do
@ Fogo

* Desenvolver startups bem-
sucedidas em diferentes

+ Prototipagem e iteragdo
baseada em feedback do
mercado

* Gestdo de recursos limitados
com decisdes estratégicas

+ Experimentago com
diferentes modelos de negécio
- Pitch e negociagdo com
diversos tipos de stakeholders
* Adaptagdo a eventos de
mercado e mudangas
tecnolégicas

Inspiragdes

* Metodologias come Lean Startup e Design Thinking

+ Programas de aceleragéo e incubagdo de startups

« Descoberta de oportunidades de mercado néo atendidas
« Satisfagéio ao ver um produto ganhando aceitagdo

* Tensdo entre escalabilidade e impacto social

+ Orgulho ao superar desafios empreendedores complexos

D

* Pesquisa e validagéio de problemas com usudrios

+ Construglic e teste de protétipos em mercado simulade

+ Formaggo de equipes e alocagéo de recursos

* Tomada de decisdes estratégicas com informagdes limitadas

M
+ Laboratérie de inovaglo com ciclos de empreendedorismo completes
+ Simulagéio de mercado dindmica que responde a inovagdes

dedor d d

* Portfélio de empr dizad

apr
* Sistema de eventos aleatérios simulando mudangas de mercade

+ Comunidade virtual para networking  colaboragéo

setores

+ Construir um portfdlio
diversificado de experiéncias

* Balancear sucesso financeiro
com impacto positivo

* Superar desafios
empreendedores e aprender com
falhas

* Criar conexdes valicsas na
comunidade de inovaggio

I Restrigdes

empreendedorismo

« Equilibrio entre aspectos financeiros ¢ impacto social do

+ Jogos de simulagdo de negécios e economia * Representagdo realista de diferentes contextos socioeconémicos

+ Histdrias reais de empreendedores diverses + Simulagdo de fracassos como oportunidades de aprendizado
* Hackathens e competicées de startups * Representagdo ética de dilemas empresariais e responsabilidade social
+ Comunidades de inovagdo e coworking + Adaptagéio a diferentes ecossistemas empreendedores globais

+ Complexidade progressiva acessivel a iniciantes em negdcios

Figura A.20: Endo-GDC do jogo “Venture Forge”

Resultado Final - Endo-GDC do Jogo “Venture Forge”:

jogo “Venture Forge” integra os seguintes elementos principais:

O Endo-GDC do

o Mecanicas Enddégenas: Sistema de laboratério de inovacao que simula ciclos
completos do processo empreendedor, com mecanicas de validacao, iteracao
e crescimento baseadas em metodologias reais como design thinking e lean

startup.

223



o Narrativa Integrada: Jornadas empreendedoras diversificadas com mento-
res inspirados em casos reais e cenarios contextualizados em diferentes setores,
regides e desafios sociais, proporcionando perspectivas complementares sobre
o empreendedorismo global.

o Elementos de Engajamento: Portfolio de empreendedor que documenta
trajetoria e aprendizados, comunidade virtual para networking e colaboragao,
e desafios baseados em hackathons que conectam a experiéncia de jogo com
oportunidades do mundo real.

e Avaliacao Incorporada: Dashboard multidimensional que visualiza impacto
de decisoes em diferentes stakeholders, feedback de mercado realista, e sistema
de reflexdo que incentiva mentalidade de crescimento e aprendizado a partir

de tentativas e erros.

A.21 Estudo de Caso 21: Aprendizado de Linguas

para Criancas

A.21.1 Design de Jogo para Ensino de Idiomas no Ensino
Fundamental 1

Este estudo de caso ilustra a aplicacao do sistema para o design de um jogo educa-

cional voltado para o ensino de linguas estrangeiras para criancas de 6-10 anos.

Fase de Brainstorming: Uma professora de linguas inseriu as seguintes ideias
iniciais (4 inputs):

o Jogo imersivo com personagens que falam apenas o idioma-alvo

e Foco em vocabulario cotidiano e frases simples contextualizadas

o Sistema de prontuncia com feedback visual intuitivo

e Progressao que acompanha ritmo individual de aprendizado

O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares
(5 sugestoes):

e Mundo fantastico onde cada regiao representa um tema vocabular diferente

o Criaturas magicas que s6 podem ser compreendidas no idioma-alvo

e Mecanismo de "construcao de frases'que desenvolve intuicao gramatical

o Mini-jogos especificos para treinar diferentes habilidades linguisticas

o Sistema de "amigos falantes'virtuais que evoluem com a interacao

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes

reflexivas:
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“Como o jogo pode oferecer uma abordagem naturalistica de aprendizado,
similar a aquisicao da lingua materna?”

“De que forma o sistema proporcionara repeticdo necessaria sem se tornar
mondtono?”

“Como equilibrar o uso exclusivo do idioma-alvo com a necessidade de com-
preensao clara das instrugoes?”

“Qual abordagem sera utilizada para desenvolver compreensao gramatical sem
regras explicitas?”

“Como o jogo pode incluir elementos culturais associados ao idioma?”

As respostas geraram os seguintes insights:

Implementar contextos visuais ricos que facilitam compreensao sem traducgao
Criar variagoes teméaticas de atividades fundamentalmente similares

Utilizar um personagem companheiro bilingue que oferece suporte inicial
Desenvolver padroes gramaticos através de blocos de construcao frasais

Incorporar celebragoes, comidas e tradi¢oes culturais como elementos de jogo

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Propos um sistema de "tesouros linguisticos"onde
palavras e frases sao colecionaveis e utilizaveis, com feedback imediato de pro-
nincia através de analise de audio simplificada adaptada para vozes infantis.
Agente de Narrativa: Desenvolveu uma historia sobre um mundo magico
onde um "enevoamento linguistico"causou confusao entre diferentes regioes, e
o jogador, com ajuda de um companheiro tradutor, precisa restaurar a comu-
nicacao aprendendo o idioma dos diferentes habitantes.

Agente de Engajamento: Sugeriu um sistema de amigos linguisticos cus-
tomizaveis que reagem positivamente quando compreendidos no idioma-alvo,
complementado por um livro de aventuras pessoal que registra conquistas e

"fotos"de momentos especiais.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Reconhecer e reproduzir vocabulario basico e expressoes cotidianas
no idioma-alvo.

Entender: Compreender instrugoes simples e conversas contextualizadas no
idioma-alvo.

Aplicar: Utilizar palavras e frases aprendidas para comunicar necessidades e
ideias simples.

Analisar: Identificar padroes de construcao frasal e relagcdes entre palavras e
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contextos.

e Avaliar: Determinar a adequacao de expressoes especificas para diferentes
situacoes comunicativas.

e Criar: Formular novas combinacoes de palavras e expressoes para comunicar

ideias proprias.

‘ Jege: LinguaMagica ‘ ‘ Versde: 1.0
% Situagdo © Jogador/Aluno
+ Dificuldade em engajar criangas no aprendizado de linguas + Criangas de 6-10 anos em fase inicial de aprendizado de idiomas
estrangeiras - Professores de linguas estrangeiras do ensino fundamental
+ Falta de contexto significativo para vocabuldrio e expressdes + Pais interessados em introduzir seus filhos a novos idiomas
* Necessidade de abordagem naturalistica similar & equisigéio da lingua - Diferentes estilos de aprendizagem (visual, auditivo, cinestésico)
materna

+ Diversos niveis de interesse e exposigdo prévia a linguas
+ Métodos tradicionais com excesso de regras gramaticais explicitas

- Poucas oportunidades de prética oral e feedback imediato

Iy Objetives de Aprendizade || Narrativa
+ LEMBRAR buldrio bdsico e expressées cotidianas no idit | * Munde mdgice afetado por "enevoamento linguistico" causande
+ ENTENDER instrugdes simples e conversas contextualizadas confusdo
* APLICAR palavras e frases aprendidas para comunicar necessidades ‘ J”Qﬁfﬁ“ com ajuda de um companheire traduter restauraa
simples comunicagdo
+ ANALTSAR padrées de construgdo frasal e relagées entre palavras * Regifes temdticas representando diferentes contextos vocabulares
+ AVALTAR a adequagdio de expressBes para diferentes situagses + Criaturas mdgicas que s6 podem ser compreendidas no idioma-alvo
* CRIAR novas combinagdes de palavras para comunicar ideias préprias * Missges que requerem icagdo progressi te mais compl
Processo Lidico Jogo Objetivos do
2! de Aprendizade P (MDA, Interface, exemplos) @ Fogo
+ Aquisiclo naturalistica através A + Coletar tesouros linguisticos
de contextos visuais ricos em diferentes regides temdticas

* Satisfagdo ao ser compreendido por personagens do mundo
+ Coleta e utilizagéio de

“tesouros linguisticos” em
situages préticas

* Ajudar personagens a resolver

+ Descoberta de conexdes entre palavras, frases e confextos 3 " >
desafios através da comunicagéo

+ Curiosidade sobre diferentes formas de comunicagéo ) .
+ Dissipar o "enevoamento

o B e i * Sentimento de realizagdo ao desbloquear novas dreas e habilidades linguistice” restaurando
Fr‘andr?ciq adaptado para vozes IS entendimento
infantis + Desbloquear novas dreas e

o Bl oS fer i e e o Hies
- Gl ¢ s A 9 9 T e e
Gremmtieal e Heeadh

eonstrugdo frasais « Interagdo com criaturas mdgicas usando o idioma-alvo

+ Coleta e uso de tesouros linguisticos para comunicagdo -
+ Completar o livro de aventuras

com experiéncias e express8es
+ Incorporagéio de elementos + Construgdc de frases para resolver situagées especificas

culturais do idiema-alve m

* Suporte adaptative que diminui N L L L
* Sistema de tesouros linguisticos coleciondveis e utilizdveis

gradualmente
* Reconhecimento de fala com feedback visual intuitive

* Mecanismo de "construgdo de frases" com blocos interativos
+ Personagem companheire bilingue com suporte adaptativo

* Livre de aventuras que registra progresséc e conquistas

Inspiragdes I Restrigées
* Métodos de imersdo linguistica como Montessori e TPRS * Interface adequada para nivel de leitura e habilidades motoras
- Aplicativos de idiomas como Duclingo Kids e Little Pim infantis
+ Joges de RPG e exploragéo como Pokémon e Zelda * Equilibrio entre uso exclusivo do idi Ivo & compreensd
+ Pesquisas sobre aquisicdo natural de segunda lingua « Preciséio na andlise de pronuncia adaptada para vozes infantis
* Narrativas sobre comunicagdo ¢ entendimento intercultural * Representagdo apropriada de elementos culturais do idioma
T - Progresstio que acomoda diferentes ritmos de aprendizado

Ivi ducad:

* Sistema de superte para o dos pais &

Figura A.21: Endo-GDC do jogo “LinguaMagica”

Resultado Final - Endo-GDC do Jogo “LinguaMagica”: O Endo-GDC do
jogo “LinguaMagica” integra os seguintes elementos principais:

o Mecanicas Endégenas: Sistema de tesouros linguisticos colecionaveis e uti-
lizaveis que funcionam como ferramentas de comunicacao, com mecanicas de
reconhecimento de fala e prontincia adaptadas para criancas, e feedback visual
intuitivo.

e Narrativa Integrada: Mundo mégico afetado por 'enevoamento linguis-

tico'onde restaurar comunicacao entre regides tematicas requer aprendizado
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do idioma, com personagem companheiro bilingue que oferece suporte adap-
tativo decrescente.

+ Elementos de Engajamento: Criaturas e amigos linguisticos que respon-
dem positivamente quando compreendidos, livro de aventuras personalizado, e
sistema de recompensas baseado em desbloqueio de novas areas e habilidades
magicas.

« Avaliacao Incorporada: Feedback contextual através de reagoes dos perso-
nagens, sistema de compreensao que adapta complexidade a partir do desem-

penho, e visualizagao de progresso no livro de aventuras.

A.22 Estudo de Caso 22: Exploracao Espacial e

Astronomia

A.22.1 Design de Jogo para Ensino de Conceitos Astrono-

micos

Este estudo de caso demonstra a aplicagao do sistema para o design de um jogo
educacional sobre astronomia, exploragao espacial e fisica bésica para estudantes

entre 11-15 anos.

Fase de Brainstorming: Um professor de ciéncias inseriu as seguintes ideias
iniciais (3 inputs):
o Simulacao de missoes espaciais com fisica realista simplificada
o Exploracao do sistema solar com dados astronémicos precisos
o Sistema de construcao e lancamento de foguetes
O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares
(6 sugestoes):
o Progressao historica das tecnologias e descobertas espaciais
o Multiplayer colaborativo para missoes complexas exigindo especialidades dis-
tintas
e Centro de comando com planejamento de missoes e gestao de recursos
o Visualizacao de fendmenos astrondémicos como buracos negros e formagao es-
telar
» Sistema de pesquisa cientifica desbloqueando novas tecnologias e capacidades
o Representacao de desafios reais da exploragao espacial (radia¢ao, microgravi-
dade)

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes

reflexivas:
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“Como equilibrar precisao cientifica com acessibilidade e diversao?”

“De que forma o jogo pode representar escalas astronomicas de forma com-
preensivel?”

“Como incorporar principios de fisica sem exigir conhecimento matemaéatico
avangado?”

“Qual abordagem sera utilizada para conectar exploracao espacial com ques-
toes terrestres?”

“Como o jogo pode inspirar interesse em carreiras cientificas e tecnologicas?”

As respostas geraram os seguintes insights:

Utilizar niveis configuraveis de realismo fisico com explicagdes contextuais
Implementar sistema de "zoom cosmolégico"com comparacoes relativas
Criar visualizacoes intuitivas de forcas e trajetérias com predigdes visuais
Desenvolver missoes que conectam dados espaciais com aplicagoes na Terra

Incorporar perfis inspiradores de cientistas reais e caminhos de carreira

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Propos um sistema de planejamento e execucao
de missoes com fisica orbital simplificada mas precisa, complementado por
ferramentas de design de espagonaves com componentes modulares e simulacao
de condigoes espaciais.

Agente de Narrativa: Desenvolveu uma estrutura narrativa centrada em
uma ageéncia espacial internacional do futuro proximo, com programas de ex-
ploragao progressivos desde orbitais terrestres até exploracao interplanetaria
e missoes cientificas especializadas.

Agente de Engajamento: Sugeriu um sistema de conquistas baseadas em
marcos histéricos reais da exploracao espacial, complementado por um enci-
clopédia astronomica que se expande com descobertas e um componente de

compartilhamento de missoes customizadas.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar corpos celestes do sistema solar e suas caracteristicas
principais.

Entender: Explicar principios basicos de fisica orbital, propulsao e condi¢oes
espaciais.

Aplicar: Utilizar conhecimentos astrondémicos para planejar e executar mis-
soes espaciais viaveis.

Analisar: Interpretar dados cientificos coletados durante missoes e observa-
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¢oes astrondmicas.

e Avaliar: Julgar a eficiéncia e viabilidade de diferentes abordagens para desa-
fios da exploragao espacial.

o Criar: Desenvolver missoes originais e veiculos espaciais adaptados a objetivos

cientificos especificos.

Joge: CosmicVoyage ‘ ‘ Versdo: 1.0

4% Situagde

« Dificuldade em visualizar conceitos astrondmicos e escalas césmicas

+ Desafio em compreender principios de fisica espacial sem matemdtica
avangada

« Falta de conexdo entre teoria astrondmica e exploragdo espacial
prética

« Interesse em astronomia sem oportunidades de experimentagdo
segura

* Necessidade de inspirar vocagdes cientificas e tecnolégicas

U Jogador/Aluno
« Estudantes de 11-15 anos com interesse em ciéncia e exploragdo
+ Professores de ciéncias buscando recursos interativos

« Enfusiastas de astronomia ¢ espage de todas as idades
-

« Diferentes niveis de to prévio em fisica e astronomia

* Aspirantes a carreiras em cigncias, tecnologia e engenharia

[y Objetives de Aprendizade
+ LEMBRAR corpos celestes do sistema solar e suas caracteristicas
principais

+ ENTENDER principios bésicos de fisica orbital, propulsdo e condigdes

| Narrativa
+ Agéncia espacial internacional do future préximo
* Progress@o desde miss8es orbitais até exploragéo interplanetdria

+ MissBes inspiradas em objetivos cientificos reais

ESpoaias . . i * Mentores baseados em perfis diversos de cientistas e astronautas
* APLICAR conhecimentos astrondmicos para planejar missdes espaciais - Descobertas e desafios que refletem a redlidade da exploragdo

vidveis
espacial

+ ANALTSAR dados cientificos coletados durante missdes e

observagBes

+ AVALIAR a eficiéncia de diferentes abordagens para desafios

espaciais

+ CRIAR miss8es originais adaptadas a objetivos cientificos especificos
Processo Lidico Tor Objetivos do
de Aprendizado PA (MDA, Interface, exemplos) Y Togo

+ Simulaggo de fisica orbital A
simplificada mas precisa

* Completar programa de
explorago progressiva do

+ Admiragéo pela vastiddo e beleza do cosmos
sistema solar

- Design e construgdo de
espagonaves com componentes
modulares

* Satisfagdo ao completar missées espaciais desafiadoras B .
- Projetar e langar veiculos

espaciais para missées
especificas

* Curicsidade sobre fendmenos astrondmicos e descobertas

- Planejamento e execugdo de * Tenséo durante manobras criticas e pouses planetdrios

missBes com objetivos 5
cientificos

+ Coletar dados cientificos sobre
. _ . . corpos celestes diversos
+ Design e construgdo de veiculos espaciais personalizados

. - Desbloquear tecnologias

avangadas através de pesquisas

+ Sistema de "zoom cosmoldgico"

para compreensdo de escalas * Planejamento de trajetérias e janelas de lancamento

o Wigrafarsie i 4= Execugdo de manobras orbitais e aterrissagens

forgas ¢ trajetdrias

- Estabelecer presenga humana

+ Condugdo de experimentos cientificos ¢ andlise de dades creE i E d o a e
+ Andlise de dados coletados M

durante missées o . o L ,
+ Simulagdo fisica espacial com niveis configurdveis de realismo

+ Sistema de construgdio modular de espagonaves
* Centro de comando com planejamento de missées
+ Visualizaglo de fenémenos astrondmicos e trajetdrias

« Enciclonddi
P

| com descobertas

astrondmica exp

Inspiragdes I Restrigdes

* Simuladores espaciais come Kerbal Space Program * Equilibrio entre preciséo cientifica e acessibilidade

+ Programas educacionais da NASA e ESA * Representagdio compreensivel de escalas astrondmicas enormes
+ Planetdrios e observatérios virtuais * Simplificagdio de fisica espacial sem comprometer principios

* Histdria da exploragdo espacial e suas missées embleméticas fundamentais

* Do térios cientificos sobre astronomia * Requisitos técnicos para simulagéo e visualizagdo 3D
. - g . fe o PR "
* Projetos de ciéncia cidadd em astronomia Precisdo dos dados astr e f repr
« Interface intuitiva para conceitos p ialment pl

Figura A.22: Endo-GDC do jogo “CosmicVoyage”

Resultado Final - Endo-GDC do Jogo “CosmicVoyage”: O Endo-GDC do
jogo “CosmicVoyage” integra os seguintes elementos principais:

« Mecanicas Endoégenas: Sistema de fisica orbital simplificada mas precisa
que governa todas as operagoes espaciais, com mecanicas de design de es-
paconaves modulares e simulacao de condigoes extraterrestres que refletem

principios cientificos reais.
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o Narrativa Integrada: Agéncia espacial internacional do futuro préximo com
programas de exploracao progressivos, missoes inspiradas em objetivos cienti-
ficos reais, e personagens mentores baseados em perfis diversos de cientistas e
astronautas.

 Elementos de Engajamento: Conquistas baseadas em marcos historicos
da exploracao espacial, enciclopédia astrondmica expansivel, e plataforma de
compartilhamento de missoes e designs personalizados.

o Avaliacao Incorporada: Simulagoes preditivas de trajetorias e resultados
de missao, andlise cientifica de dados coletados, e recapitulacao de decisoes

técnicas com explicacoes contextuais.

A.23 Estudo de Caso 23: Pensamento Critico e
Loégica

A.23.1 Design de Jogo para Desenvolvimento de Raciocinio
Loégico
Este estudo de caso ilustra a aplicagao do sistema para o design de um jogo educa-

cional voltado para o desenvolvimento de pensamento critico, loégica e habilidades

de argumentacao para estudantes do Ensino Médio.

Fase de Brainstorming: Um professor de filosofia inseriu as seguintes ideias
iniciais (2 inputs):

» Jogo sobre identificacao de falacias légicas e construgao de argumentos

o Simulacao de debates com anélise estruturada de argumentacao

O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares
(7 sugestoes):

o Mundo narrativo onde o pensamento logico afeta a realidade fisica

» Sistema de "desconstrucao'de afirmacoes em seus componentes légicos

o Desafios de investigacao baseados em evidéncias e inferéncia

o Personagens representando diferentes métodos de raciocinio e vieses cognitivos

o Mecéanica de debate competitivo com estrutura formal de argumentacao

o Visualizacdo dindmica de conexdes logicas e relagoes causais

« Dilemas éticos exigindo aplicacao de diferentes sistemas filoséficos
Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes

reflexivas:

» “Como tornar conceitos abstratos de logica formal acessiveis e engajantes?”
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“De que forma o jogo pode equilibrar o desenvolvimento de pensamento critico
com respeito a diferentes perspectivas?”

“Como simular a complexidade de argumentos do mundo real sem simplifica-
¢ao excessiva?”

“Qual abordagem sera utilizada para incentivar transferéncia de habilidades
légicas para contextos cotidianos?”

“Como o jogo pode evitar reforcar polarizacao ao abordar tépicos controver-

sos?”

As respostas geraram os seguintes insights:

Utilizar metéaforas visuais e puzzles para representar estruturas logicas
Implementar sistema que separa valor de verdade de técnicas de argumentacao
Criar um espectro de complexidade gradual com multiplas variaveis
Desenvolver cenarios paralelos entre mundo fantastico e aplicacoes cotidianas
Focar em temas histéricos ou hipotéticos para praticar com distanciamento

emocional

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Propds um sistema de "construcao logica'onde pre-
missas e conclusoes sao representadas como blocos interconectaveis, com ferra-
mentas de andlise para identificar inconsisténcias e falacias, e um mecanismo
de debate estruturado em turnos.

Agente de Narrativa: Desenvolveu um mundo dividido entre reinos repre-
sentando diferentes abordagens de pensamento (empirico, dedutivo, dialético),
com uma academia de logica onde o jogador treina para se tornar um "arqui-
teto de argumentos"capaz de resolver conflitos através do raciocinio.

Agente de Engajamento: Sugeriu um sistema de progressao baseado no
dominio de diferentes estruturas logicas e técnicas de argumentacao, comple-
mentado por torneios de debate com personagens histéricos e um diario de

reflexdo sobre aplicagoes no mundo real.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar estruturas logicas basicas, faldcias comuns e tipos de

argumentos.

o Entender: Explicar relagoes entre premissas e conclusdes e como diferentes

estruturas argumentativas funcionam.

o Aplicar: Utilizar ferramentas légicas para analisar afirmacoes e construir

argumentos validos.
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e Analisar: Decompor argumentos

car pressupostos implicitos.

complexos em seus componentes e identifi-

o Avaliar: Julgar a solidez de diferentes argumentos considerando validade 16-

gica e evidéncia factual.

e Criar: Desenvolver linhas argumentativas originais para diferentes contextos

e audiéncias.

‘ Joge: LogicCraft

‘ ‘ Verede: 1.0

4% Situagde

* Dificuldade em tornar conceitos abstratos de Iégica acessiveis e
engajantes

* Desafio em desenvolver pensamento critico sistemdtico

* Aumento de desinformagdo e dificuldade em avaliar argumentos
* Falta de ferramentas para praticar identificagéo de faldcias

* Polarizagdo dificultando didlogo baseado em evidéncias

U Jogador/Aluno

* Estudantes do Ensino Médio em desenvolvimento de pensamento
critico

* Professores de filosofia, légica e pensamento critico

+ Jovens adultos interessados em melhorar argumentacdo

* Diversos niveis de familiaridade com légica formal

» Diferentes estilos de raciocinio e icag

I Objetives de Aprendizado
+ LEMBRAR estruturas Iégicas bdsicas, faldcias comuns e tipos de
argumentos

- ENTENDER relagées entre premissas e conclusdes e estruturas
argumentativas

+ APLICAR ferramentas légicas para analisar afirmagges e construir
argumentos

+ ANALTSAR argumentos complexos identificando componentes e
pressupostos

* AVALIAR a solidez de argumentos considerando validade e evidéncia

+ CRIAR linhas argumentativas originais para diferentes contextos

|_| Narrativa

+ Mundo dividido entre reinos representando abordagens de pensamento
+ Academia de Idgica onde jogadores treinam como "arquitetos de
argumentos”

+ Personagens histéricos encarnando tradigées filoséficas distintas

- Desafios que requerem diferentes formas de raciocinio

- Conflitos licagéo do p

Ivid.

através da ap to légico

. Processe Lidico Jege

de Aprendizado

* Construgdo de argumentos com
blocos légicos interconectdveis

A

+ Identificagdo de
inconsisténcias e faldcias em
argumentos

- Debates estruturados com
personagens representande IS
diferentes perspectivas

- Investigagdo baseada em
evidéncias e inferéncia lgica
- Visualizagdo dinamica de
estruturas légicas e relagdes
* Aplicagdo prdtica através de
cendrios paralelos com
contextos cotidianos

M

argumentativos

concretas

Inspiragdes
* Jogos de quebra-cabega ldgicos como Portal e The Witness
« Estruturas de debate formal e competigdes de argumentagdo
* Tradig8es dialéticas e socrdticas de questionamento
* Visualizagdes de |égica formal e diagramas argumentatives
* Histdria da filosofia e grandes debates intelectuais
* Ferramentas modernas de andlise de argumentagéo

PA (MDA, Interface, exemplos)

* Satisfagdo ao construir argumentos vélidos e sélidos

* Descoberta de conexées Iégicas e padrées de raciocinio
+ Curiesidade sobre diferentes tradicées de pensamento
+ Desafio intelectual em identificar faldcias sutis

« Construgdo ¢ andlise de estruturas argumentativas

* Participagdio em debates com regras formais

* Investigagdo de afirmagdes através de evidéncias

* Resolugéio de puzzles Iégicos e dilemas argumentativos

+ Sistema de construgéio légica com blocos representando elementos

* Ferramentas de andlise para identificar inconsisténcias e faldcias
* Mecanismo de debate estruturado em turnos
+ Visualizag#io dindmica da estrutura légica e argumentos

+ Didrio reflexivo conectando aprendizados abstratos com aplicagdes

Objetives do
©

Jogo
* Dominar diferentes estruturas
|égicas e técnicas
argumentativas
* Vencer torneios de debate com
dificuldade crescente
* Reunir os reinos através do
poder do raciocinio estruturado
* Construir uma reputagdo come
arquiteto de argumentos
respeitado
* Desenvolver um estilo
argumentativo préprio e eficaz

I Restrigdes
* Transformagdo de conceitos abstratos em mecanicas tangiveis

« Equilibrio entre rigor légico e engajamento continuo

deold

* Repr do de diferentes perspectivas sem viés i

+ Abordagem de temas potencialmente controversos com neutralidade
+ Adaptagdio a diferentes niveis de proficiéncia légica prévia
+ Interface intuitiva para visualizagde de estruturas complexas

Figura A.23: Endo-GDC do jogo “LogicCraft”

Resultado Final - Endo-GDC do Jogo “LogicCraft”:

O Endo-GDC do jogo

“LogicCraft” integra os seguintes elementos principais:

o Mecanicas Endégenas: Sistema de construgao logica com blocos represen-

tando premissas, inferéncias e conclusoes, com ferramentas de andlise para

identificar relagoes, inconsisténcias e falacias, complementado por um meca-

nismo de debate estruturado.
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o Narrativa Integrada: Mundo dividido entre reinos de pensamento com uma
academia de légica central, apresentando desafios que exigem diferentes for-
mas de raciocinio e personagens histéricos que encarnam tradicoes filoséficas
distintas.

o Elementos de Engajamento: Progressao através do dominio de estruturas
logicas e técnicas argumentativas, torneios de debate com dificuldade cres-
cente, e diario reflexivo que conecta aprendizados abstratos com aplicacoes
concretas.

e Avaliacao Incorporada: Visualizacao dindmica da estrutura légica de ar-
gumentos, feedback imediato sobre validade e solidez, e sistema de andlise

pos-debate que identifica forgas e pontos de melhoria.

A.24 Estudo de Caso 24: Sustentabilidade e Ges-

tao de Recursos

A.24.1 Design de Jogo para Educacao Ambiental e Econd-
mica

Este estudo de caso demonstra a aplicacao do sistema para o design de um jogo edu-
cacional sobre gestao sustentavel de recursos, economia circular e desafios ambientais

para publico jovem adulto.

Fase de Brainstorming: Um engenheiro ambiental inseriu as seguintes ideias
iniciais (3 inputs):

o Simulacao de cidade com gestao de recursos e impactos ambientais

o Sistema de ciclo de vida de produtos e materiais

« Visualizacao de externalidades e efeitos de longo prazo

O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares
(6 sugestoes):

o Muiltiplas escalas de gestao desde individual até global

« Eventos climéticos e crises ambientais que intensificam ao longo do tempo

o Sistema de "fluxo de materiais"visivel mostrando ciclos e perdas

o Representacao de diferentes stakeholders com interesses e perspectivas diversos

o Integracao de inovagoes tecnologicas e mudancas comportamentais como so-

lucoes

o Métricas multidimensionais além do crescimento econdmico tradicional

Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes

reflexivas:
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“Como o jogo pode representar complexidades de sistemas socioecologicos sem
simplificacao excessiva?”

“De que forma serao equilibradas preocupagdes ambientais, sociais e economi-
cas?”

“Como abordar incertezas e complexidades inerentes a gestao ambiental?”
“Qual abordagem serd utilizada para evitar mensagens prescritivas simplis-
tas?”

“Como o jogo pode inspirar acao real sem sobrecarregar com ansiedade clima-

tica?”

As respostas geraram os seguintes insights:

Implementar multiplas camadas de complexidade que podem ser reveladas
gradualmente

Utilizar um sistema de dashboard com indicadores interdependentes e trade-
offs visiveis

Incorporar elementos estocasticos e feedback nao-linear para representar in-
certezas

Apresentar multiplas solugoes viaveis com diferentes compensagoes

Focar em capacidade de agéncia e exemplos de sucesso incremental

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Propos um sistema de simulagao integrada com
fluxos visiveis de materiais, energia e residuos atravessando fronteiras espaciais
e temporais, complementado por ferramentas de design de processos e politicas
com feedback em miltiplas dimensoes.

Agente de Narrativa: Desenvolveu uma estrutura centrada em uma regiao
que evolui ao longo de varias geragoes respondendo as decisdes dos jogadores,
com personagens representando diferentes setores e visdes sobre sustentabili-
dade, e histérias pessoais que humanizam desafios abstratos.

Agente de Engajamento: Sugeriu um sistema de cenarios desafiadores ins-
pirados em casos reais, complementado por um laboratério de inovacao para
testar solugoes e uma plataforma para compartilhar estratégias bem-sucedidas

e discutir alternativas.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar componentes essenciais de sistemas economicos e ecolé-

gicos e suas interconexoes.

o Entender: Explicar principios de economia circular, servigos ecossistémicos
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e externalidades ambientais.

o Aplicar: Implementar estratégias de gestao sustentavel adaptadas a diferentes
contextos e limitacoes.

e Analisar: Examinar fluxos de recursos e impactos através de multiplas escalas
espaciais e temporais.

o Avaliar: Julgar diferentes abordagens considerando trade-offs e impactos em
diversos stakeholders.

e Criar: Desenvolver inovagoes e politicas que promovam sustentabilidade

econdmica e ambiental de longo prazo.

Joge: EcoSystems ‘ ‘ Versao: 1.0

% Situagdo

+ Complexidade dos sistemas socioeconémicos e ecolégicos
interdependentes

lidad

© Jogador/Aluno

+ Jovens adultos in dos em bilidade e

+ Estudantes de ciéncias ambientais, geografia e economia

em temas de desenvolvimento sustentdvel

+ bificuldade em visualizar impactos de longo prazo e ext  Educad
+ Desafio em equilibrar idad Bmicas, sociais ¢ ambi + Gestor
+ Falta de f para exp diferentes abordag

sustentdveis

+ Necessidade de compreender economia circular ¢ gestéo de recursos

e planejadores em formagdo

+ Cidaddos jados em g B ioambi

[ Objetives de Aprendizade

* LEMBRAR p tes iais de
ecoldgicos

= Tacosle

+ ENTENDER principios de economia circular e servigos ecossistémicos
* APLICAR estratégias de gestdo sustentdvel em diferentes contextos
* ANALISAR fluxes de recursos e impactos em miiltiplas escalas

* AVALIAR diferentes abordagens considerando trade-offs e
stakeholders

| Narrativa
* Regidio que evolui através de geragdes respondendo a decisdes dos
Jogadores

« Personagens representando diferentes setores e visdes sobre
sustentabilidade

* Eventos climdticos e ¢rises ambientais que intensificam ao longo do
tempo

* Miiltiplas escalas de gestéo desde individual até global

* CRIAR inovagdes ¢ politicas que promevam sustentabilidade de longo * Histdrias pessoais que con lizam desafios
praze
 Processo Lidico Jogo g Obietives do

a (MDA, Interface, exemplos)

+ Simulagdo integrada com A
fluxos visiveis de materiais,

de Aprendizade

Jege

+ Besenvolver uma regido
préspera e sustentdvel a longo

D b de 8es entre si

energia e residuos
* Satisfagde ao d ]

sistemas

p distintos
R - prazo
er

+ Visualizagéio de externalidades
e impactos de longo praze

+ Tomada de decisdo com
feedback em mltiplas

D
dimensées

* Experimentagdo com
diferentes modelos de produgdo
e consumo

+ Design de processos e politicas
com ferramentas interativas "
* Reflexéio sobre valores
implicitos em diferentes
escolhas

Inspiragdes
- Jogos de simulagdo como SimCity e Civilization

- Modelos cientificos de sistemas socioecolégicos

+ Ferramentas de visudlizagdo de fluxo de materiais

- Frameworks como Objetivos de Desenvolvimento Sustentdvel
 Casos reais de transigdo para economia circular

+ Abordagens de pensamento sistémico e design regenerativo

+ Tenséo entre objetivos de curto e longo prazo

+ Senso de responsabilidade e capacidade de agéncia

+ Gestdo de recursos em multiplas escalas de tempo e espago
« Design de processos com ciclos fechados e redugdo de perdas
* Negociagdo entre diferentes stakeholders e interesses

+ Adaptagio a eventos emergentes e feedbacks sistémicos

* Simulagdo integrada com interdependéncias sistémicas

* Dashboard multidimensional visualizando diferentes indicadores
- Sistema de fluxe de materiais com ciclos e perdas visiveis

* Laboratério de inovagdo para testar solugdes

+ Plataforma colaborativa para compartilhar estratégias

* Implementar sistemas
circulares de produgéo e
consumo

* Equilibrar necessidades
econdmicas, sociais ¢ ambientais
* Adaptar-se a desafios
climdticos e ambientais
emergentes

* Criar um legade pesitive para
geragdes futuras simuladas

i Restrigdes
+ Complexidade de sistemas socioecolégicos sem simplificagdo excessiva

* Representagdo realista de desafios sem induzir eco-ansiedade

 Capacidad ional para I

p do de sistemas inter

« Interface intuitiva para visualizag8o de processos complexos

£idelidad

 Equilibrio entre f cientifica e

- Evitar prescritivas si bilidad

I
p

Figura A.24: Endo-GDC do jogo “EcoSystems”

Resultado Final - Endo-GDC do Jogo “EcoSystems”: O Endo-GDC do

jogo “EcoSystems” integra os seguintes elementos principais:

e« Mecanicas Endégenas: Sistema de simulagao integrada com fluxos visiveis
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de materiais, energia e residuos que conecta dimensoes econdmicas e ecolé-
gicas em multiplas escalas temporais e espaciais, com feedback em cascata e
interdependéncias sistémicas.

e Narrativa Integrada: Regiao que evolui através de geracoes respondendo a
decisoes dos jogadores, com personagens representando diferentes perspectivas
e setores, e historias pessoais que contextualizam desafios sistematicos em
experiéncias humanas.

+ Elementos de Engajamento: Cenarios desafiadores baseados em casos re-
ais, laboratoério de inovagao para experimentacao livre, e plataforma colabo-
rativa para compartilhamento de estratégias e discussao de alternativas.

» Avaliacao Incorporada: Dashboard multidimensional visualizando impac-
tos em diferentes indicadores ao longo do tempo, sistema de previsao mos-
trando trajetorias provaveis, e reflexoes peridédicas sobre valores implicitos em

diferentes escolhas.

A.25 Estudo de Caso 25: Expressao Artistica e
Criatividade

A.25.1 Design de Jogo para Desenvolvimento de Habilida-
des Artisticas
Este estudo de caso ilustra a aplicagao do sistema para o design de um jogo educa-

cional voltado para desenvolvimento de criatividade, técnicas artisticas e expressao

visual.

Fase de Brainstorming: Uma professora de artes inseriu as seguintes ideias ini-

ciais (3 inputs):

Jogo focado em exploracao de técnicas e meios artisticos diversos

Sistema de missoes inspiradas em movimentos e estilos histéricos

Galeria para compartilhamento e apreciacao de criagoes

O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares
(5 sugestoes):

e Mundo onde arte influencia o ambiente e resolve desafios

o Personagens mentores baseados em artistas histéricos

o Ferramentas de composicao com principios de design incorporados

» Sistema de desafios criativos com restri¢oes inspiradoras

o Mecanicas de colaboracao artistica entre jogadores
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Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes

reflexivas:

“Como o jogo pode desenvolver habilidades técnicas sem limitar expressao
pessoal?”

“De que forma serao equilibradas diretrizes estruturadas e experimentacao
livre?”

“Como incorporar contexto histérico e cultural sem reduzir arte a formulas?”
“Qual abordagem serd utilizada para desenvolver apreciagdo critica respei-
tosa?”

“Como o jogo pode atender diferentes niveis de habilidade e confianca artis-

tica?”

As respostas geraram os seguintes insights:

Implementar ferramentas que facilitam técnicas mas nao restringem resultados
Alternar entre desafios estruturados e espacos de criacao livre

Apresentar contexto como inspiracao e didlogo em vez de regras prescritivas
Desenvolver vocabulario visual e frameworks para discussao sem julgamento
binario

Criar multiplos pontos de entrada e sistemas de suporte adaptaveis

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecanicas: Propos um sistema de ferramentas artisticas que
incorporam principios fundamentais de design como paletas harmonicas, pro-
porgoes aureas e teoria das cores, complementado por missoes de resolugao
criativa de problemas.

Agente de Narrativa: Desenvolveu um mundo onde a "criatividade primor-
dial"se fragmentou em diferentes tradi¢oes artisticas, com mentores inspirados
em artistas histéricos guiando o jogador em uma jornada para reunir e revi-
talizar expressao artistica.

Agente de Engajamento: Sugeriu um sistema de exposi¢oes tematicas com
desafios criativos variados, complementado por um atelier social para colabo-
ragao e apreciacao, e um diario visual que documenta a evolugao artistica do

jogador.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar elementos basicos de design visual, técnicas artisticas e

movimentos histéricos.

o Entender: Explicar principios de composicao, teoria das cores e contextos
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culturais de diferentes estilos.

Aplicar: Utilizar técnicas artisticas e elementos de design para expressar

Analisar: Examinar como diferentes elementos formais e escolhas técnicas

Avaliar: Apreciar criticamente trabalhos artisticos considerando aspectos téc-

L]
ideias visuais intencionais.
L]
contribuem para o impacto de uma obra.
.
nicos, expressivos e contextuais.
L]

meios visuais.

Criar: Desenvolver obras originais que expressem visao pessoal através de

Jogo: ArtSphere

‘ ‘ Versdo: 1.0

4 Situagde

+ Intimidacdo e bloqueio criativo em expresséo artistica

« Falta de exposigéio a diversas técnicas ¢ estilos artisticos

+ Dificuldade em desenvolver vocabuldric visual e apreciagdo critica

* Necessidade de espagos seguros para experimentagéo e
desenvolvimento

+ Desconexdo entre principios artisticos e expressdo pessoal

U Jogador/Alune

+ Aprendizes de arte de diversas idades ¢ niveis

+ Educadores de artes visuais ¢ expresséo criativa

« Pessoas interessadas em desenvolver habilidades artisticas
« Diferentes niveis de confianca e experiéncia prévia

* Diversos estilos de expressdo ¢ interesse artistico

[y Objetives de Aprendizade

» LEMBRAR elementos bdsicos de design visual, técnicas e movimentos
histéricos

+ ENTENDER principios de composigdo, tecria das cores e contextos
culturais

+ APLICAR técnicas artisticas e elementos de design para expressdo
intencional

+ ANALTSAR como elementos formais contribuem para o impacto de
uma obra

+ AVALIAR trabalhos artisticos considerando aspectos técnicos e
expressivos

+ CRIAR obras originais que expressem visée pessoal através de meios
visuais

| Narrativa
* Mundo onde a "criatividade primordial" se fragmentou em tradigées
artisticas

- Mentores inspirados em artistas histdricos representando abordagens
diferentes

* Jogador em jornada para reunir e revitalizar expresséo artistica
* Reinos representando diversos mavimentos e filosofias estéticas

* Arte como forga que influencia e transforma o ambiente do jogo

. Processe Lidico
de Aprendizade

* Exploragéo de técnicas e meios A
artisticos diversos

« Ferramentas criativas
incorperando principios
fundamentais de design

+ Missdes inspiradas em estilos e
movimentos histéricos

1)
* Alternancia entre desafios
estruturados e espagos de
criagdo livre

- Resolugdio de problemas
através de expressdo visual
- Reflexdio sobre processo
criativo e desenvolvimento

M

Jo
o] (MDA, Interface, exemplos)

* Satisfagdo ao criar obras expressivas e tecnicamente eficazes

* Descoberta de conexdes entre técnicas, estilos e expresséo pessoal
* Admiragdo por diversidade de tradigées artisticas ¢ abordagens

+ Orgulho ao desenvolver um estilo visual préprio e reconhecivel

* Criagdo artistica usando diversas técnicas e materiais

* Resolugdo de desafios criativos com restrigdes inspiradoras
+ Exposicéio e apreciagdio de obras em galerias teméticas

+ Colaborago artistica com outros jogadores e personagens

. Objetives do

Jogo
* Dominar diferentes técnicas &
meios artisticos
* Reunir os fragmentos da
criatividade primordial
+ Criar um portfélic
diversificado de obras pessoais
* Desenvolver um estilo artistico
préprio e expressivo
* Revitalizar o mundo através do
poder transformador da arte

I

estilistico
fundamentais

Inepiragées
+ Aplicativos criativos como Procreate e Adobe Fresco

+ Jogos com estéticas marcantes come Journey e Okami
+ Abordagens pedagégicas de ensino artistice

* Histéria da arte e grandes movimentos artisticos

+ Processos criatives de artistas renomados

* Plataformas de compartilhamento e comunidades artisticas

tas artisticas incorp

+ Miss8es de resolugdo criativa de problemas visuais
+ Exposiges temdticas com desafios criativos variados
+ Atelier social para colaboragdo e apreciagdo

+ Didrio visual documentando experimentago e evolugdo artistica

principios de design

i Restrigdes

téenico e

« Equilibrio entre d pressdo pessoal

* Ferramentas que facilitam sem restringir resultados criatives

* Acessibilidade para diferentes niveis de habilidade e confianga

+ Apresentagdo de contexto histérico come inspiragdo, ndo prescrigéo
+ Abordagem inclusiva para diversas tradigdes artisticas culturais

+ Interface intuitiva para ferramentas de criagdo digital

Figura A.25: Endo-GDC do jogo “ArtSphere”

Resultado Final - Endo-GDC do Jogo “ArtSphere”:

O Endo-GDC do jogo

“ArtSphere” integra os seguintes elementos principais:
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e« Mecanicas Endégenas: Sistema de ferramentas artisticas que incorporam
principios fundamentais de design como suporte mas nao como restrigado, com
missoes onde expressao visual funciona como mecanismo principal de interacao
com o mundo e resolucao de desafios.

o Narrativa Integrada: Mundo onde a "criatividade primordial"fragmentou-se
em tradigoes artisticas diversas, com mentores inspirados em artistas historicos
representando diferentes abordagens, técnicas e filosofias estéticas.

« Elementos de Engajamento: Exposicoes tematicas com desafios criativos
variados, atelier social para colaboracao e apreciacao, e diario visual documen-
tando experimentacao e evolucao artistica individual.

» Avaliacao Incorporada: Feedback contextualizado que considera intencao
e processo além do resultado, sistema de reflexdao que desenvolve vocabulario

visual e pensamento critico, e galerias que celebram diversidade de expressao.

A.26 Estudo de Caso 26: Programacao e Pensa-

mento Computacional

A.26.1 Design de Jogo para Ensino de Conceitos de Pro-
gramacao

Este estudo de caso demonstra a aplicagao do sistema para o design de um jogo
educacional sobre programagao e pensamento computacional para adolescentes (12-

16 anos).

Fase de Brainstorming: Um educador de tecnologia inseriu as seguintes ideias
iniciais (2 inputs):

e Jogo que ensina fundamentos de programacao sem depender de sintaxe espe-

cifica

o Ambiente sandbox para criacdo de solugoes para problemas incrementais

O sistema analisou estas ideias e sugeriu os seguintes conceitos complementares
(7 sugestoes):

e Mundo onde codigo afeta o ambiente fisico de forma visual

o Personagens controlados através de sequéncias logicas programaveis

o Progressao desde sequéncias simples até estruturas algoritmicas complexas

o Sistema de "depuragao'visual que torna erros compreensiveis

o Mecanicas de colaboragao onde diferentes fungoes de codigo interagem

e Desafios baseados em problemas computacionais do mundo real

o Interface dual que conecta blocos visuais a codigo textual
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Fase de Método Socratico: O Agente Socratico aplicou as seguintes questoes

reflexivas:

“Como o jogo pode desenvolver pensamento computacional sem focar em uma
linguagem especifica?”

“De que forma a progressao pode atender diferentes ritmos de aprendizado?”
“Como representar conceitos abstratos de programacao de maneira tangivel e
visual?”

“Qual abordagem sera utilizada para tornar a depuragdao um processo positivo
em vez de frustrante?”

“Como o jogo pode desenvolver criatividade além da aplicagdo mecanica de

conceitos?”

As respostas geraram os seguintes insights:

Focar em padroes logicos e estruturas algoritmicas fundamentais
Implementar sistema adaptativo com multiplos caminhos de progressao
Utilizar metéforas visuais consistentes para representar conceitos
Transformar depuracao em mecanica de investigagao com feedback construtivo

Criar espacos de experimentacao livre com desafios de final aberto

Fase de Endo-GDC: No preenchimento do Endo-GDC, os agentes especializados

contribuiram com sugestoes especificas:

Agente de Mecéanicas: Propos um sistema de "programacao visual tangi-
vel'onde blocos logicos afetam um mundo responsivo, com transicao gradual
para sintaxe textual, complementado por ferramentas de simulacao que per-
mitem testar e refinar solugoes incrementalmente.

Agente de Narrativa: Desenvolveu um mundo digital que perdeu sua es-
trutura logica, onde o jogador como "arquiteto de c6digo'deve restaurar fun-
cionalidade através de sequéncias légicas, com areas tematicas representando
diferentes conceitos computacionais.

Agente de Engajamento: Sugeriu um sistema de desafios progressivos ins-
pirados em problemas computacionais reais, complementado por um reposi-
torio de solugdes compartilhaveis e um modo criativo para aplicacao livre dos

conceitos aprendidos.

Fase de Taxonomia de Bloom: O sistema gerou os seguintes objetivos educa-

cionais:

Lembrar: Identificar estruturas fundamentais de programacgao como sequén-
cias, loops e condicionais.
Entender: Explicar como diferentes estruturas algoritmicas funcionam e in-

teragem para resolver problemas.
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o Aplicar: Utilizar conceitos de programacao para criar solugoes funcionais
para problemas especificos.

e Analisar: Decompor problemas complexos em componentes menores e iden-
tificar padroes algoritmicos.

o Avaliar: Comparar diferentes solucdes de codigo considerando eficiéncia, le-
gibilidade e escalabilidade.

e Criar: Desenvolver programas originais que apliquem conceitos computacio-

nais para resolver problemas diversos.

‘ Jege: CodeRealm ‘ ‘ Versde: 1.0
4> Situagdo % Jogador/Aluno
* Dificuldade em tornar conceitos abstratos de programagdo acessiveis * Adolescentes (12-16 anos) iniciando aprendizado de programagéo
e tangiveis + Educadores de tecnologia e p computacional
* Barreira de entrada com sintaxe de programagdo tradicional « Diferentes niveis de familiaridade com conceitos computacionais
+ Desafio em visualizar a execugdo de cédigo e suas consequéncias + Diversos estilos de aprendizagem e interesses
* Frustragdo inicial comum no aprendizade de programagdo «P iais Futuros di Ived: ¢ cidaddos digitalmente letrados
*N dade de di Iver p putacional fundamental
I Objetives de Aprendizade || Narrativa
+ LEMBRAR estruturas fundamentais como sequéncias, loops e + Mundo digital que perdeu sua estrutura légica e precisa ser
condicionais reconstruido
+ ENTENDER como estruturas algoritmicas funcionam e interagem - Jogador como “arquiteto de cddigo" restaurando ordem através de
+ APLICAR conceitos de programagdo para criar solugdes funcionais sequéncias légicas

- ANALISAR problemas complexos e identificar padrées algoritmicos + Areas temdticas representando diferentes paradigmas computacionais

+ AVALIAR diferentes soluges considerando eficiéncia e legibilidade * Personagens que incorporam conceitos de programagdo especificos

+ CRIAR programas originais que resolvam problemas diversos + Evolugdio do mundo r dendo visualmente & aplicagdo de cédigo
Processo Lidico Jege Objetives do
de Aprendizade A (MDA, Interface, exemplos) < Jege
* Programagdo visual tangivel A * Restaurar diferentes regides
com blocos Iégicos manipuldveis . . 2 . do mundo digital através do
9 P * Satisfagdo ao ver cddigo criando efeitos tangiveis no ambiente - 9
* Visualizagdo em tempo real da - P - cédigo
o N + Descoberta de padrées e estruturas algoritmicas eficientes .
execugdo de cdigo T : o I : I + Dominar estruturas
. - * Orgulho ao resolver problemas complexos com solugdes elegantes 7 3
+ Transigéio gradual para sintaxe © P ; P 2 g5 algorftmicas progressivamente
textual * Senso de controle e dominio sobre o mundo digital mais complexas
+ Depuragdo interativa como D * Resolver desafios
I L TS « Construgde de sequéncias légicas que afetam o mundo computacionais com solugdes
construtiva - b b través d N otimizadas
* Resolugéio de quebra-cabegas através de programagdo q . 5
+ Decomposicao de problemas & * - sas e P Ng & * Criar projetos pessoais usando
complexos em componentes + Depuragdio e refinamente iterative de solugdes conceitos aprendidos
gerencidveis + Criagdic de projetos pessoais aplicando conceitos aprendidos + Desenvolver fluéncia em
- Experimentagéo com " pensamento computacional
diferentes estruturas e . n— +ransicé At
s dlr o e rogramagdo visual por blocos com transigdo para cédigo textual
* Mundo responsivo onde cédigo afeta o ambiente de forma visual
- Sistema de depuragéo que identifica e explica erros construtivamente
* Desafios progressivos inspirados em problemas computacionais reais
- Repositério de solugdes compartilhaveis e modo criativo livre

Inepiragdes i Restrigbes
+ Ambientes de programagéie como Seratch e Blockly + Equilibrie entre abstragses computacionais e mecénicas tangiveis
+ Joges de puzzle légico come Portal e TIS-100 * Transigéo suave entre programagéo visual e textual
* Visualizaderes de algoritmos e estruturas de dados * Adaoptabilidade a diferentes ritmos de aprendizado
+ Metodologias de ensino de pensamento computacional + Interface intuitiva para manipulagio de estruturas ldgicas
+ Metéforas visuais para conceitos de programagéio  Sistema de feedback que transforma erros em oportunidades
+ Abordagens pedagégicas construtivistas positivas
+ Foco em principi i is em vez de linguagens especificas

Figura A.26: Endo-GDC do jogo “CodeRealm”

Resultado Final - Endo-GDC do Jogo “CodeRealm”: O Endo-GDC do jogo
“CodeRealm” integra os seguintes elementos principais:

e Mecanicas Endégenas: Sistema de programacao visual tangivel onde blocos

l6gicos manipulam um mundo responsivo, com transicao gradual para sintaxe

textual, e ferramentas de simulagdo que permitem testar e refinar solugoes de
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forma iterativa e visual.

Narrativa Integrada: Mundo digital que perdeu sua estrutura logica e pre-
cisa ser reconstruido através de codigo, com areas tematicas representando
diferentes paradigmas computacionais e personagens que incorporam concei-
tos de programacao especificos.

Elementos de Engajamento: Desafios progressivos inspirados em proble-
mas computacionais reais, repositorio de solugoes compartilhdveis, e modo
criativo onde conceitos aprendidos podem ser aplicados em projetos pessoais
sem restrigoes.

Avaliagao Incorporada: Visualizacao em tempo real da execucao de codigo,
sistema de depuracao que identifica e explica erros de forma construtiva, e

analise automatica que sugere otimizacoes e abordagens alternativas.
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